Integrated MANET Mutual Authentication System

THESIS

Jason T. Ballah
First Lieutenant, USAF

AFIT/GCS/ENG /02M-01

DEPARTMENT OF THE AIR FORCE
AIR UNIVERSITY

AIR FORCE INSTITUTE OF TECHNOLOGY

Wright-Patterson Air Force Base, Ohio

Approved for public release; distribution unlimited



The views expressed in this thesis are those of the author and do not reflect the official
policy or position of the United States Air Force, Department of Defense or the United

States Government.



AFIT/GCS/ENG/02M-01

INTEGRATED MANET MUTUAL AUTHENTICATION SYSTEM (IMMAS)

THESIS

Presented to the Faculty of the Graduate School of Engineering and Management
of the Air Force Institute of Technology
Air University
In Partial Fulfillment of the
Requirements for the Degree of

Master of Science

Jason T. Ballah, B.S.

First Lieutenant, USAF

March, 2002

Approved for public release; distribution unlimited



AFIT/GCS/ENG/02M-01

INTEGRATED MANET MUTUAL AUTHENTICATION SYSTEM (IMMAS)

Jason T. Ballah, B.S.

First Lieutenant, USAF

Approved:
M CD Zj‘”/g(_/// [ Mar @ 2

Major Rué‘{y 0. Baldwin Date

Thesis Advisor

M d )peur:ub / "Mﬁ»-. 02
Major Richard A. Raines Date

Committee Member

QAA{&Q. &:’&‘ QN"\—a—/Q ’ MAaa O 2
[ E—— {
Dr. Gregg H. Gunsch Date
Committee Member




Acknowledgements

I would like to thank my thesis advisor, Major Baldwin, whose support and direction
played a major role in successfully bringing this thesis research to fruition. I would also
like to recognize my thesis committee members, Major Raines and Doctor Gunsch, for their
assistance and suggestions throughout this thesis process. The help of these instructors

was greatly appreciated.

Jason T. Ballah

iii



Table of Contents

Page

Acknowledgements . . . . . ... L Lo e iii
List of Figures . . . . . . . . . . . e viii
List of Tables . . . . . . . . . o L o e X
Abstract . . . . . . L e xii
1. Introduction . . . . . . . ... L 1-1
1.1 Background . . . . . ... ... oo 1-1

1.2 Goals . . . .. . . e 1-3

1.3 Document Overview . . . . . . ... ... ... 1-4

II. Literature Review . . . . . . . . . .. ... . ... oo oL 2-1
2.1 Imtroduction . . .. .. ... ... ... oL 2-1

2.2 MANET Routing Protocols . . . . ... .. ... ... .... 2-1

2.3 Dynamic Source Routing (DSR) Protocol . . . . ... .. .. 2-2

2.3.1 Route Discovery . . ... ... ... ... ...... 2-4

2.3.2 Route Maintenance. . . . . .. ... ... .. .... 2-7

2.3.3 Conceptual Data Structures . . . . . ... ... ... 2-8

2.3.4 Previous DSR Research Implementations . . .. .. 2-10

2.4 Authentication Mechanisms . . . . . .. ... . ... ... .. 2-14

2.4.1 Kerberos / KryptoKnight . . . ... ... ...... 2-15

2.4.2 Authentication Protocols for Wireless ATM Networks 2-17

2.4.3 Mutual Authentication, Confidentiality, and Key MAN-
agement (MACKMAN) . ... ... ......... 2-18

2.4.4 Authentication Mechanisms employed by IEEE 802.11
and IPSEC . . ... ... ... .. ..., ... 2-19

v



2.4.5 OnionRouting . . . ... ... ... ... ...... 2-20

2.5 Encryption in Authentication . . . . . . ... ... ... .. 2-20
2.5.1 Wired Networks . . ... ... ... ........ 2-21

2.5.2 Wireless Networks . . . . ... ... ... ...... 2-21

2.5.3 MANET Authentication . . . . . .. ... ...... 2-22

2.6 Summary . . ... ... e e e e 2-24
II1. Methodology . . . . . . . . . . .. 3-1
3.1 Problem Definition . . . . . .. ... oo o000 3-1
3.1.1 Goals and Hypothesis . . . .. ... ... ...... 3-2

3.12 Approach . ... ... ... ... . 3-2

3.2 System Boundaries. . . ... ... ... ... ... ... 3-4
3.3 System Services . . . ... ... Lo 3-5
3.4 Performance Metrics . . . . . . .. ... ... ... 3-6
3.5 Parameters . . . .. ... ... oo 3-8
3.5.1 System . ... ... ... oo 3-8

3.5.2 Workload . ... .... ... ... ... ... 3-9

3.6 Factors . . .. ... ... 3-12
3.6.1 Authentication System . . . . . .. ... ... ... 3-12

3.6.2 Number of MANET sourcenodes . . . . . .. .. .. 3-12

3.6.3 MANET node mobility . . ... ........... 3-12

3.7 Evaluation Technique . ... ... ... ... ... ...... 3-13
3.8 Workload . . . .. ... .. 3-13
3.9 Experimental Design . . . . . ... ... ... ... ..., 3-13
3.10 Summary . . . . ... oL 3-14



Iv. IMMAS Implementation . . . . . . . . ... ... ... ... .....
4.1 IMMAS with Elliptic Curve Cryptography (ECC) . . .. ..

4.2 IMMAS with Rivest, Shamir, and Adelman (RSA) Cryptogra-
pPhy . .

V. Implementation and Analysis . . . . . ... ... ... ... ...,
5.1 Overview . . . . . . . ..
5.2 DSR Verification and Validation . . .. ... ... ......
5.2.1 Verification and Validation Implementation . . . . .
5.2.2 Verification and Validation Results . . . . . . .. ..
53 DSRBaseline. . ... ... ... .. ... .. ... .....
5.3.1 Baseline Implementation. . . . . . . ... ... ...
5.3.2 BaselineResults . . ... ... ... ........
5.4 IMMAS Implementation . . . . . . . .. ... ... ......
5.4.1 IMMAS with Elliptic Curve Cryptography (ECC)

5.4.2 IMMAS with Rivest, Shamir, and Adelman (RSA)
Cryptography . . . . . . . ... ... ... ...

5.5 Result Analysis. . . .. ... ... ... o,
5.5.1 Goodput Ratio Analysis . . . . ... ... ......
5.5.2 End-To-End Delay Analysis . . . . ... ... ....
5.5.3 Transmission Throughput Analysis . . . . . ... ..
55.4 Conclusions . . . . . ... ..o oo

5.6 Summary . . . ...

VI. Conclusions and Future Work . . . . . . .. ... ... ... ......
6.1 Overview . . . . . . . . e
6.2 IMMAS Conclusions . . . . . . . . ... oo
6.3 DSR Conclusions . . . . . . ... ... o oL
6.4 Contributions. . . . . . . ..o oo

6.5 Future Work . . .. . . . . . . . ... ...

vi

5-1
o-1
5-2

5-4
5-4
5-10
5-11

5-14
5-17
5-17
5-19
5-21
5-22

5-22

6-1

6-1

6-2
6-3



Appendix A.

Al
A2

Appendix B.

Appendix C.

Appendix D.

Dynamic Source Routing Protocol Verification and Validation

Implementation . . . ... ... ... o000

OVEIVIEW . . . . o o e e e e e e e e e e e
Validation and Verification of the OPNET DSR Model

A.2.1 \Verification and Validation Implementation . . . . .

IMMAS Goodput Ratio Allocation of Variation (ANOVA) Work-
sheet . . . . . ..

IMMAS End-To-End Delay Allocation of Variation (ANOVA)
Worksheet . . . ... .. oo oo

IMMAS Throughput Allocation of Variation (ANOVA) Work-
sheet . . . ...

vii

Page

A-1

A-1
A-5

B-1

C-1



Figure

2.1.
2.2.
2.3.
2.4.

2.5.

3.1.

4.1.
4.2.
4.3.
4.4.
4.5.
4.6.
4.7.
4.8.
4.9.
4.10.
4.11.

4.12.

5.1.
5.2.
5.3.
5.4.
5.9.

List of Figures

Network Communication Patterns . . . . .. .. ... ... ... ..
DSR Route Discovery Request . . . . . . . .. ... ... ... ...
DSR Route Discovery Reply . . . . . . . ... ... ... ... ..
Kerberos Authentication [KaN93] . . . . ... ... ... ......

KryptoKnight Authentication [BGH95] . . . ... .. ... ... ..
Methods of Authentication for Wireless ATM Networks . . . . . ..

Mutual Authentication . . . . .. .. ... ... ...
IMMAS Implementation . . ... ... ... ... ..........
Generic IMMAS Packet . . . . .. ... ..o oo oo,
IMMAS Packet Transmitted by Node A. . . .. .. ... ......
Node B Decrypts IMMAS Packet Routing Information . . . . . ..
Node B Overwrites IMMAS Packet Digital Signature . . . ... ..
IMMAS Packet Transmitted by Node B. . . . ... .. ... ....
Node D Decrypts IMMAS Packet Routing Information . . . . . ..
Node D Decrypts IMMAS Packet Message . . . .. ... ......
IMMAS packet using Elliptic Curve Cryptography . . . . . . .. ..
Overhead of Two Encryption Algorithms using IMMAS . . . . . ..

IMMAS packet using RSA Cryptography . . . . .. ... ... ...

DSR Delivery Ratio Comparison for Validation and Verification . .
DSR Routing Packet Comparison for Validation and Verification . .
Goodput Ratio for OPNET DSR Baseline Evaluation . . . . . . ..

Routing Packets for OPNET DSR Baseline Evaluation . . ... ..

Mean Hops Observed Per Source Route . . . . ... ... ......

viii

5-3
5-3
5-5

5-6



Figure
5.6.
5.7.
5.8.
5.9.

5.10.
5.11.
5.12.
5.13.
5.14.
5.15.
5.16.
5.17.
5.18.

5.19.

Page
End-To-End Delay for OPNET DSR Baseline Evaluation . . . . . . 5-8
Throughput for OPNET DSR Baseline Evaluation . . . . . ... .. 5-9
IMMAS with ECC Encrypted Data Packet . . . . . .. ... .... 5-11
Goodput Ratio for DSR IMMAS with ECC . . .. . ... ... .. 5-12
End-To-End Delay for DSR IMMAS with ECC . . .. ... ... .. 5-13
Throughput for DSR IMMAS with ECC . . . ... ... ...... 5-13
IMMAS with RSA Encrypted Data Packet . . . .. .. ... .... 5-14
Goodput Ratio for DSR IMMAS with RSA . . . . . ... ... ... 5-15
End-To-End Delay for DSR IMMAS with RSA . . . ... ... ... 5-15
Throughput for DSR IMMAS with RSA . . . ... .. ... .... 5-16
Routing Packet Comparison between IMMAS Systems . . . .. .. 5-18
Comparison of Goodput Ratios . . ... ............... 5-19
Comparison of End-To-End Delays . . . ... ... ......... 5-20
Comparison of Transmission Throughput . . . . .. ... . ... .. 5-21

ix



List of Tables

Table Page
2.1. Methods of Authentication for Wireless ATM Networks [PaS98] . . 2-18
3.1. Workload Parameter Settings . . . ... ... ... ......... 3-13
5.1. Validation and Verification Workload Parameter Settings . . . . . . 5-2
5.2. DSR Baseline Workload Parameter Settings . . . . ... ... ... 5-4
5.3. IMMAS Security Options . . . . . . . .. . ... ... 5-10
5.4. ANOVA on Goodput Ratios . . . . ... ... ... ... ... ... 5-19
5.5. ANOVA on End-To-End Delay . . . . . . ... ... ... ...... 5-21
5.6. ANOVA on Transmission Throughput . . . . . ... ... .. .. .. 5-22
B.1. Goodput Ratio Data . . . .. .. ... ... o000, B-1
B.2. Goodput Ratio Means of Data . . . . . . .. .. ... ... ... .. B-1
B.3. Goodput Ratio Standard Deviations . . . . . . .. ... ... .... B-1
B.4. Goodput Ratio 90% Confidence Intervals . . . . . . ... ... ... B-1
B.5. Goodput Ratio Main Effects . . . . .. . ... ... ... .. .... B-1
B.6. Goodput Ratio Second Order Interaction Effects . . . . . . . .. .. B-2
B.7. Goodput Ratio Third Order Interaction Effects . . . ... ... .. B-2
B.8. Goodput Ratio Allocation of Variation . . .. ... .. .. ... .. B-2
C.1. End-To-End Delay Data . . . ... ... ... ... ......... C-1
C.2. Natural Log of End-To-End Delay Data . . . . ... ... .. .... C-1
C.3. End-To-End Delay Means . . . . . ... ... ... ......... C-1
C.4. End-To-End Delay Standard Deviations . . . . . .. . ... ... .. C-1
C.5. End-To-End Delay 90% Confidence Intervals . . . . . ... ... .. C-2
C.6. End-To-End Delay Main Effects . . . . . ... ... .. ... ..., C-2
C.T1. End-To-End Delay Second Order Interaction Effects . . . . . . . .. C-2



Table Page

C.8. End-To-End Delay Third Order Interaction Effects . .. . ... .. C-2
C.9. End-To-End Delay Allocation of Variation . . ... ... ... ... C-2
D.1. Throughput Data . . . . ... ... ... .. ... ... 0., D-1
D.2. Throughput Means of Data . . . . . . .. ... ... ......... D-1
D.3. Throughput Standard Deviations . . . . ... ... ... ...... D-1
D.4. Throughput 90% Confidence Intervals . . . . . . .. ... ... ... D-1
D.5. Throughput Main Effects . . . . . .. ... .. ... ... ...... D-1
D.6. Throughput Second Order Interaction Effects . . . . ... ... .. D-2
D.7. Throughput Third Order Interaction Effects . . . . . ... ... .. D-2
D.S. Throughput Allocation of Variation . . . .. .. .. ... .. .... D-2

xi



AFIT/GCS/ENG/02M-01

Abstract

The Integrated MANET Mutual Authentication System (IMMAS) provides implied
mutual authentication of all routing and data traffic within a Mobile Ad Hoc Network
(MANET) by combining Elliptic Curve Cryptography, a public-key cryptosystem, with the
Dynamic Source Routing (DSR) Protocol. IMMAS provides security by effectively hiding
network topology from adversaries while reducing the potential for, among other things,
traffic analysis and data tampering, all while providing a graceful degradation for each of
the authentication components. Current research in MANETS tends to focus primarily
on routing issues leaving topics such as security and authentication for future research.
IMMAS focuses on achieving a higher level of security with the potential for substantial
increases in efficiency of processing power and bandwidth compared to alternative exterior

authentication mechanisms tacked on after protocol development and standardization.

xii



INTEGRATED MANET MUTUAL AUTHENTICATION SYSTEM (IMMAS)

1. Introduction

Due to recent performance advancements in computer and wireless communications tech-
nologies, mobile wireless computing is becoming increasingly widespread. One type of
wireless network that is quickly evolving is the Mobile Ad Hoc Network (MANET). Un-
like other mobile network paradigms, such as cell phone networks with fixed radio towers
and centrally accessible routers and servers, MANETSs have dynamic, rapidly-changing,
random, multi-hop topologies composed of bandwidth-constrained wireless links and no
centrally accessed routers or servers. This networking paradigm reflects a level of mobility
as yet unrealized in the world of networks. A MANET seeks to take computing resources
ranging from pocket-sized wireless Personal Digital Assistants (PDA) to full-size wireless-
network capable computers and expand the capabilities to the level of service provided
on current wired Local Area Networks (LAN). This will be performed even as these com-
puters may be travelling in vehicles or aircraft with little or no fixed network routers or

infrastructure available.

1.1 Background

Ongoing studies of MANETS pose many intriguing and challenging research areas,
but one important aspect that tends to be ignored is network security. Since MANETSs
are made up entirely of wireless mobile nodes, they are inherently more susceptible to

security threats compared to fixed networks [ZaH99]. Access to wireless links is virtually

1-1



impossible to control thus adverse security events such as eavesdropping, spoofing, and
denial of service attacks are more easily accomplished. In order for prospective MANET
users to even consider this new paradigm in networking as a substitute for providing their
mobile networking services, these security risks must be reduced to an acceptable level

while maintaining an acceptable Quality of Service (QoS) and network performance.

Security problems are compounded by the fact that MANET nodes are working with
a restricted amount of bandwidth and are typically limited in computing and battery
resources. This places a practical limit on the security policies and procedures that can be
implemented versus what are available for fixed networks. Thus, it is imperative to have

efficient security mechanisms.

Suppose an Air Expeditionary Force deployment requires a bare base setup and an
Expeditionary Combat Support network to support thousands of military personnel. As
the base is being setup, a MANET would greatly reduce the need for wire to be laid to
every office space. It is obvious that authentication of each and every MANET node is
of utmost importance since this base is in or near enemy territory. The probability of an
adversary posing as a valid MANET node to gain access to the network cannot be ignored.
Furthermore, as the base grows and additional MANET-capable computers are added to
the network, the limited bandwidth can quickly become congested. Thus, an authentication
mechanism must ensure the level of security needed for a particular situation is obtained,

however it must not take up too much of the limited MANET bandwidth.

The previous example shows why the problem of inter-node authentication of data

and routing information is a pressing issue to be solved. Several solutions for this problem
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have been designed for fixed and wireless Local Area Networks (LAN) [BaB98, KaN93,
MTH92, NaS78, PaS98, SaA99, DaA99], but no standard solution has been developed
specifically for MANETSs. Currently, only a handful of MANET researchers have even ad-
dressed the general problem of MANET security [ZaH99, YNKO01, VaA00, HBC01, JaC99]
and of those listed, only one proposed solution to this authentication problem has been fully
developed and published - the Internet MANET Encapsulation Protocol (IMEP). IMEP
provides authentication for a MANET’s routing data through the exchange of additional

IMEP packets which are transmitted with every routing packet [JaC99, ICP00].

1.2 Goals

The overall goal of this research is to develop an effective authentication mechanism
for a MANET that can be incorporated directly into the MANET routing protocol. This
mechanism will achieve a given level of authentication and security while not eroding
the QoS. The hypothesis is that an efficient authentication mechanism providing a high
degree of security, versatility, and adaptability is one that is directly integrated into the
MANET routing protocol versus performing bulk encryption at the time of transmission.
The analysis will encompass fixed network authentication mechanisms, current encryption
technologies, and a new routing protocol to be developed for this research. In order to

attain the above stated goal, the following objectives will need to be met:

1. Develop and integrate a mutual authentication system into an existing MANET

routing protocol, and

2. Determine what performance impact the authentication system has on the MANET.

1-3



Authentication and security for MANETS is an area of research all by itself, thus
many researchers have dedicated their efforts to developing protocols that will enable the
MANET paradigm to work properly in an unsecured environment. This implicitly assumes
the data is authenticated and secure. This study will provide a security and authentication

system as well as determining the impact of such a system on network performance.

1.3 Document Overview

This chapter provides a basic introduction and background to the problem of authen-
tication within Mobile Ad Hoc Networks. It defines the goals of this research. Chapter II
provides background information in the areas of network authentication, MANET routing
protocols, as well as authentication mechanism integration into routing protocols. Chap-
ter ITT contains the methodology this research used to approach the problem. Chapter IV
describes the design and implementation of the authentication system developed for this
research. Chapter V presents the results obtained from the experiments and provides an
analysis of those results. Chapter VI describes research conclusions as well as areas for

further study.
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II. Literature Review
2.1 Introduction

This chapter examines the current Mobile Ad Hoc Network (MANET) paradigm as
described by the Internet Engineering Task Force (IETF) MANET working group [CaM99].
In particular, the Dynamic Source Routing (DSR) protocol is discussed along with a review
of previous research implementations of DSR. Authentication mechanisms developed for
wired and wireless networks are explored to provide an overview of what is currently
available. The role encryption mechanisms play in various authentication systems is also
covered. Lastly, current authentication and security research and mechanisms developed

for the MANET paradigm are presented.

2.2 MANET Routing Protocols

There are currently between 10 and 15 MANET routing protocols recognized by
the IETF MANET working group. However, in 2001, the IETF MANET working group
accepted two MANET Routing Protocols as experimental standards. These protocols are
the Ad hoc On-demand Distance Vector (AODV) routing protocol and the Dynamic Source
Routing (DSR) protocol [JMHO01la, PRDO01]. Either protocol would work equally well for
this research since they are only providing the baseline by which this research will be
measured and both have strengths and weaknesses. So, the criteria used to select one of
these two protocols was based on an expert opinion as to which would provide a desirable

military scenario as well as what results from this research would arguably prove to be the
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most important to the MANET community. DSR thus became the protocol of choice for

this research.

DSR was designed to take advantage of the multitude of information traversing a
MANET by allowing all nodes to cache multiple routes to any particular destination node
by promiscuously “snooping” and “tapping” information about the routing layout of the
network from packets traversing the network. DSR also was designed to be able to take
advantage of Medium Access Control (MAC) protocols which allow uni-directional com-
munication for the routing of packets much like the idea of transmitting User Datagram
Protocol (UDP) packets or multi-media streaming transmissions. However, this capability
is unnecessary when DSR is implemented over MAC protocols such as MACA [Dar90],
MACAW [BDS94|, or IEEE 802.11 [IEE00], which require bi-directional communication
between nodes for the exchange of RTS and CTS packets prior to the exchange of a data
packet. On the other hand, AODV uses a table-driven routing scheme, which requires all
reply packets to follow the reverse route path and only maintains one route to a particular
destination. This characteristic of AODV leads to a larger number of route discoveries
when links for a route become unusable, especially in a lightly loaded system [DPRO1].
Due to these differences, the DSR protocol was chosen for this research as it tends to fit

the highly unpredictable military ad hoc environment better than AODV.

2.3 Dynamic Source Routing (DSR) Protocol

The DSR Protocol was designed by Johnson, Maltz, Hu and Jetecheva specifically
for use in multi-hop wireless ad hoc networks with mobile nodes [JMHO1a]. This research

will look at the March 2001 version of the DSR specification [JMHO01a]; however, it should
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be noted that a new version was released in December 2001 [JMHO1b]. The differences in
this new version have no bearing on the outcome of this research. Although simple enough
to be a link-layer routing protocol, DSR is specified to be implemented at the network
layer in the ISO T7-layer model as seen in Figure 2.1. This is due in large part to the
requirement of supporting multiple network interfaces of different types forming an ad hoc
network [JMHO1la]. In a wired network, the protocols used at the different layers of the ISO
model tend to promote horizontal communication between layers to increase conservation
of router resources, whereas in MANET protocols such as DSR vertical communication
between the layers is promoted to increase the conservation of bandwidth [CMC99]. In
other words, MANET routing protocols tend to gather, share, and consolidate information
in the packet header from between the layers as much as possible versus each layer having
its own specialized set of information in its own header that is unusable by any other
layer. More specifically, a MANET routing protocol will often use information from the
TCP/UDP header, IP headers, as well as knowledge of the MAC layer to make a more

efficient routing header.

Horizontal Communication Vertical Communication

Application Layer <—> Application Layer Application Layer 4 ----- > Application Layer
¥ —> 4 A === B A
. D N -
, 4—> ; < >
1

v > -

L N S I

Network Layer

Network Layer

Network/MANET

Link Layer

Link Layer

Link Layer

Physical Layer

Physical Layer

Physical Layer

Network/MANET

Link Layer

Physical Layer

Figure 2.1.  Network Communication Patterns

The DSR protocol is based on the precept that each data packet will follow a source

route that is discovered and maintained by a source node and stored in the header of all data
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packets to be sent from the source to a destination. Once a source node has discovered
a route, a packet is sent to each node along the route’s path to the destination node
using the links defined by the source route. Although IEEE 802.11 requires bi-directional
communication for its RT'S/CTS hand-shaking protocol between two nodes, DSR can also
be used in MAC-layer protocols that do not use bi-directional communication. A benefit
of this on-demand routing protocol is that routing information traversing the network
approaches zero in an approximately stationary ad hoc network, and in a highly mobile
ad hoc network will only get as large as the number of routes being used. The DSR
protocol uses two basic on-demand mechanisms, Route Discovery and Route Maintenance,

to discover and maintain routes within a MANET [JMHO1a).

2.83.1 Route Discovery. Route Discovery is used by a source node to query all
directly and indirectly linked nodes about a route to a specific destination node. A route
is found by the source node sending a route request packet containing the address of the
source and destination nodes. Each intermediate node checks to see if a route to the
destination node is in its own route cache. If so, the intermediate node attaches its address
and the list of addresses for the route to the destination node into a route reply packet
which is sent back to the destination node. If the intermediate node’s route cache does
not have a route to the destination node, its address is appended to the list of addresses
in the route request packet and the packet is forwarded on to all other nodes within its
transmission range. All nodes receiving this transmission will process the route request
packet. If the node has already received the route request packet then all subsequent

receptions of this request are discarded. Using this scheme, the first positive response



back to the source node is ideally the preferable route because it implies that this route
is either the shortest or the least congested route. This could be a route discovered from

an intermediate node’s route cache along the way or a reply from the targeted destination

node.
1,2,8
% (\)A 1,3,5,8) 7
i3 . / \3,5,7,8)
; (1,8 (1,3,8) :

1.8)
(1,4,68)
1,48)
4 » 6

Figure 2.2. DSR Route Discovery Request

To demonstrate this process, consider Figure 2.2 where node 1 has a packet to trans-
mit to node 8 and no nodes have a route to node 8 in their route cache. A request packet
is sent from node 1 and received by nodes 2, 3, and 4. Since they do not have a route
in their cache then they append their address to the request packet and retransmit the
request. Since nodes 2, 3, and 4 have all just processed this particular request, they will
discard the re-transmitted requests from each other. Figure 2.2 depicts node 5 receiving
the transmission from nodes 2 and 3; however, node 5 will ignore the transmission from
node 2 since it received the transmission from node 3 previously with the same request.
Node 6 will receive the transmitted request from node 4 and re-transmit since a route to
8 is not in the route cache. Node 7 will receive the request transmission from node 5 and

after adding its address to the request packet re-transmit it as well. Node 8 will receive the
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request transmission from node 6 and discard any future receptions with the same request
such as will be received from node 7. Node 8 will send a reply packet back to node 1.
If a MAC protocol, such as IEEE 802.11, requires bi-directional communication between
two nodes for the exchange of hello/request and acknowledgment packets, then the reply
packet will follow the reverse path. In the case of Figure 2.2, the reply can be sent back
to node 1 with the path from node 8 to 6 to 4 to 1 as shown in Figure 2.3 since this is
quicker and more reliable than determining another route. Otherwise, it is possible that
DSR can send a reply packet back to the source node using a different route than by which

the request packet traversed to the replying node.

-

; 4
: N (1,4,6,8)
\
: N\
8 4
4 Q
|
|
; (1,4,6,8)
| (1349658)
|
P (1468)

Figure 2.3. DSR Route Discovery Reply

This use of uni-directional links is important because the highly dynamic and diverse
military environment many times produces scenarios where the transmission power or range
from node 1 to node 2 is not the same as from node 2 to node 1. Should a standard MAC
protocol for wireless MANETS be developed to take advantage of this uni-directional idea,
DSR will be capable of using it. Another outcome from the scenario depicted in Figure 2.2

and Figure 2.3 and is that nodes 3 and 4 now have routes in their cache from themselves to
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node 8. Therefore, both nodes will not forward the request, but instead will wait a short
amount of time (a function of the size of the final source route). In this way, node 4 will
respond first with a reply packet to node 1 specifying the route 1 to 4 to 6 to 8. Node 3
will overhear node 4’s reply transmission and will cancel its own reply. The reply to node
1’s request is much shorter and not all nodes needed to handle a request to re-transmit

thus lowering network contention.

Once a route to a destination node has been discovered and a route reply packet
is sent back to the source node, the route information is placed in the header of all data
packets to be sent to the destination node. This information is also placed in the source
node’s route cache for later use. If a node is in promiscuous mode, route information can
be gathered from transmitted request packets, reply packets, or source route data packets,
and added to that node’s route cache. This allows nodes to maintain the status of the
highly dynamic network through both active and passive means. The disadvantage is that
this mechanism is optional in the specification. This allows various implementations of
the route cache to contain multiple route caching strategies that can have a large effect on
the performance of the protocol [MBJ99]. Taking into account the size of the route, how
the route was discovered, and when it was discovered all contribute to how efficient the
cache is at maintaining valid routes. A less efficient cache will contain more invalid routes
thus increasing the overall network load through route discoveries and route maintenance

versus efficiently using promiscuous information.

2.3.2 Route Maintenance. = Route Maintenance is invoked by a source node if a

route is found to have a broken link during the transmission of packets to a destination.



This maintenance mechanism allows the source node to either find a new path within its
route cache or invoke the Route Discovery mechanism to find a new route for the lost
packets (and those still waiting to be transmitted). If a route is not found, the source
node will continue to use the Route Discovery mechanism and send out route request
packets using an exponential back-off algorithm to determine the amount of time to wait
before sending the next Route Discovery. If the exponential back-off algorithm reaches a

maximum time limit, the protocol will return a failure message to the upper layer.

2.3.83 Conceptual Data Structures. There are four conceptual data structures
included in the draft specification of DSR [JMHOla]. These include the Route Cache,
Route Request Table, Send Buffer, and the Retransmission Buffer. Each of these data

structures are briefly described below.

1. Route Cache. The route cache data structure is used to store routes to destination
nodes. The DSR specification allows a lot of leeway in the implementation of this
data structure. It permits one or more routes to any destination with a fixed or
variable sized cache. The implementation of this data structure is left up to the
designer as is the algorithm used to determine what route to use when searching the
cache for a destination. Route information can be gathered from request packets,

reply packets, and/or the source route information in data packets.

The route cache is the “bread and butter” of the DSR protocol. The high delivery
ratios and low routing overhead seen in previous research [BMJ98, DPR01, MBJ99],
can be attributed largely to the optimized route-caching implementation. This is

indicated by the performance difference of DSR and AODV. AODV’s basic functions
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are similiar to DSR, yet the AODV table-caching strategy of a single link to a des-
tination has a much larger routing overhead [DPRO1]. Different implementations of
the DSR route cache create a large variation of results for the basic performance of
the protocol. This will be explained in more detail in Chapter IV along with the

implementation decisions used for this research.

. Route Request Table. The Route Request Table maintains information about all

route requests originating from that node. The information maintained includes
the time the last outstanding route request was initiated for a target node, the num-
ber of consecutive route requests for that target node, the wait time (determined
by the exponential back-off algorithm discussed in Section 2.2.1.2) before the next
request can be sent for a target node, and time to live information used in the last
request for a particular target node. This information is used along with the expo-
nential back-off algorithm for sending future route requests should a route reply not

be received from an initial route request.

. Send Buffer. The Send Buffer is used to hold data packets for a particular destination
in a First-In-First-Out (FIFO) queue structure until the node has a source route to
the destination. Each node has a separate send buffer for each destination being
used. Packets are held in this buffer for a certain amount of time and are dropped if

a route is not found.

. Retransmission Buffer. The Retransmission Buffer holds a copy of transmitted data

packets until an acknowledgement is received from the next node in the route. This

permits the retransmission of data packets should an error or collision occur.



2.8.4 Previous DSR Research Implementations. DSR was designed and imple-
mented at Carnegie Mellon University (CMU) as part of the Monarch Project using the
freely available Network Simulator-2 (NS-2) [BMJ98, MBJ99]. It was compared against
AODV as described in [DPRO1] using a slightly modified version of CMU’s NS-2 DSR
model. The DSR protocol was implemented in OPNET by the National Institute for
Standards and Technology (NIST). However, there are no performance results published
comparing that implementation to the other implementations discussed here. The next
two sections will discuss some of the more critical implementation decisions used for the

above research implementations.

1. Node Movement Patterns. There are a number of node movement patterns referenced

throughout literature. Two of these include the random waypoint model [BMJ98]
and the random direction model [RSMO1]. The random waypoint model was the
movement model of choice for all of the DSR NS-2 implementations and is said to

produce the most random movement of nodes [BMJ98].

(a) Random Waypoint Model. The random waypoint model works by initially dis-

tributing all nodes uniformly within the simulation area. A random waypoint
is then chosen for a node to move to. Nodes wait a PAUSE time before mov-
ing to the chosen waypoint. Once the PAUSE time has elapsed the node will
randomly choose a speed between 0 and MAXSPEED and proceed at that rate
to the chosen waypoint. Once the node has reached the waypoint another way-
point is chosen and the process is repeated. More information covering the

implementation and problems of this model can be found in Appendix A.
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(b) Random Direction Model. The random direction model is similar to the random

waypoint model except that instead of choosing a waypoint somewhere in the
simulation area, the model first chooses a direction to travel, then chooses a
point within the simulation area that is in that direction. This behavior helps
alleviate the problem of converging to the center as seen in the random waypoint

model and described in [RSMO1].

2. Critical Simulation Parameters. Other critical simulation parameters used by previ-

ous research include simulation area, number of nodes, number of source nodes, node
speed, node pause times, packet interarrival times, payload sizes, transmission range,

and data rates.

(a) Simulation Area. Simulation areas varied from 1000 x 1000 meters, 1500 x 300

meters, 600 x 300 meters, to 670 x 670 meters. Simulation areas such as 1500 x
300 meters simulates a highway type of structure with the cars as the MANET
nodes. This type of simulation tends to force more linear type of routes with
longer path lengths. On the other hand, the 670 x 670 meter area simulates a
city or office type of structure where nodes can move freely around each other.
This type of simulation tends to have fewer bottlenecks and network congestion
due to spatial diversity as well as providing shorter route lengths. The 600 x 300
meter simulation area provides a little of both of the aforementioned simulation

areas characteristics.
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(b)

Nodes. The number of nodes used in previous implementations included 14, 20,
50, and 100 nodes. Published data for DSR implementations, however, primarily

came from 50 nodes being placed in one of the simulation areas described above.

Source Nodes. The number of source nodes was varied to produce different work-
loads on the network. The typical implementation used 20 of the 50 nodes as
source generators, but 10, 30, and 40 source nodes were also used to portray
how the DSR protocol works under various loads. One implementation even
used 14 originating nodes, but six of the nodes used two source generators to
produce a total of 20 sources. In each of these cases, peer-to-peer connections
were used. In a peer-to-peer scenario, a destination node is determined at the
beginning of the simulation and data packets from that source are sent to this

destination throughout the simulation.

Node Speed. Node speed was another parameter that was varied depending on
the research goals of the implementation. The maximum speed that was typi-
cally used was 20 meters/second and the speed was randomly chosen between
0 and that maximum speed. However, some of the research did use 1 and
5 meters/second to portray different effects on the network at slower average
speeds.

Pause Time. Node pause time was also used by the node movement model to
determine how long a node would wait prior to starting movement to a particular
destination. Pause times were varied for all of the implementations to include
0, 30, 60, 120, 300, 600, and 900 seconds. A pause time of zero means that

the node is in constant movement and since all of the research simulations were
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run for 900 seconds the pause time of 900 seconds means that the nodes were

stationary.

Packet Interarrival. The research implementations of DSR primarily used packet

interarrival times of 0.25 seconds. Some research increased this to 0.5 and 1.0
seconds to decrease simulation time, but published results all used 4 packets per

second.

Packet Sizes. Packet sizes varied from 64 bytes, 512 bytes, to 1024 bytes. The
implementation with 1024 byte packets [BMJ98] found that this was too large
for the simulation area and caused too much congestion. Thus, published data
for that implementation used 64 byte packets. Other implementations used
512 byte packets. However, as pointed out by Jeff Boleng [Bol00], over 60
percent of data packets on the internet are 44 bytes or less (before 20-byte IP
headers). Thus, 64-byte packets seem to be the more “realistic” simulation
scenario since the MANET is attempting to re-create the Internet in a mobile,

wireless environment.

Transmission Range. All of the simulation implementations of DSR used a nom-

inal transmission range of 250 meters. However, this is an optimal range and
does not take into account realistic terrain and environmental factors that would
be seen with an actual implementation. This is an issue that was discussed at
the MOBIHOC 2001 conference in Long Beach CA on 4-5 October, 2001 in
various technical sessions. It was suggested that a more realistic approach is to
simulate a transmission range of 100 meters in the same simulation area. This

would account for sub-optimal conditions as well as stressing the protocols more
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by forcing 4-5 average hops versus 2-3 depending on the size of the simulation
area. While this is an interesting idea, all of the literature reviewed for this re-
search used a transmission range of 250 meters and this research followed that

trend.

Data Rate. The last critical simulation parameter to be discussed is the data
rate. The data rate that has been overwhelmingly used by researchers thus far
is 2 Mbps using IEEE 802.11. There were arguments presented at MOBIHOC
2001 to increase this rate to the latest IEEE 802.11b specification capabilities
of 5.5 or 11 Mbps. It was, however, argued that since the higher frequency of
5 GHz is not available in all areas of the world that research should maintain a

standard data rate that everyone can use.

2.4 Authentication Mechanisms

As network technology has grown and matured, the need for network security and

authentication has grown as well. Many authentication systems have been developed for
both wired and wireless networks. One thing they all have in common is a central authen-
tication server known to be trusted as well as operational. A MANET does not have the
luxury of a central server to rely on. This greatly limits the potential use of these types
of authentication schemes. However, a discussion of these schemes provides a background
on current authentication systems and points out areas that can be used for a MANET
authentication system. These systems include Kerberos, KryptoKnight, various wireless
Asynchronous Transfer Mode (ATM) authentication mechanisms, as well as the Mutual

Authentication, Confidentiality, and Key Management System.
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2.4.1 Kerberos / KryptoKnight. =~ The Kerberos system was developed at MIT in
the late 1980’s for project Athena [KaN93]. It has matured over the years and has become
a mainstay for many wired authentication systems. Kerberos has also recently been ported
to a wireless paradigm for Local Area Networks [PMKO00]. The Kerberos model is based in
part on Needham and Schroeder’s trusted third-party authentication protocol [NaS78]. In
this type of system, the authentication server is a trusted third party between a client and a
network service provider. Kerberos uses one-time session keys sent from the authentication
server to the client and the verifier to provide mutual authentication. The network must
be able to prove that the person using a ticket is the same person to whom the ticket was
issued. Kerberos performs this authentication in the manner depicted in Figure 2.4, which

was adapted from [KaN93].

3. Request Service
Client | [l

4. Grant Service

Figure 2.4.  Kerberos Authentication [KaN93]

1. The client requests a ticket from an authentication server.

2. The authentication server produces a one-time session key and creates a ticket with

it and some timestamp information. This ticket is sent back to the client.
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3. The client produces an authenticator from the session key in the ticket and sends it

along with a request to the desired service provider.

4. The service provider decrypts the ticket and uses the session key to decrypt the
authenticator (which can only be properly decrypted by the desired service provider).
This scheme allows the service provider to match the username and address of the

ticket to the username and address of the client.

5. The service provider then sends a reply, encrypted with the session key, back to the
client to confirm that the intended service provider received the request and is who
the request was actually sent to. This successfully provides mutual authentication

between the client and service provider.

The KryptoKnight security system was built using Kerberos as a stepping-stone and
it also uses three network entities to perform authentication. However, instead of using
the Needham and Schroeder scheme, it uses a family of novel authentication and key-
distribution protocols to achieve the same mutual authentication between the network
client and network service MTH92, BGH95]. Figure 2.5 portrays the relationship between
peer entities and KryptoKnight components involved in a program authentication. In this
case, both the Initiator and the Responder will first authenticate with the KryptoKnight
Authentication System (AS). Then, information from those authentications will be shared
with the Initiator and the Responder in the form of keys which will be used by the two

entities to communicate with each other [MTH92, BGH95].

Kerberos and KryptoKnight are both unsuitable for MANET applications due to

the requirement for central servers to perform authentication and verification along with
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Figure 2.5.  KryptoKnight Authentication [BGH95]

the fact that a MANET needs an authentication system that does not rely on any one
particular node or server. However, the implementation of mutual authentication was
shown to be an extremely important component of these authentication systems and it is
something that should be integrated into any network authentication system. It should
also be pointed out that Kerberos and KryptoKnight were designed to provide mutual
authentication without building that authentication around encryption of anything more
than the ticket, request, and reply. They are designed to use encryption as an add-on to
provide the integrity and confidentiality needed to ensure the authentication is valid, but

this is not the back-bone of these systems.

2.4.2 Authentication Protocols for Wireless ATM Networks.  Patiyoot and Shep-
hard reviewed a number of authentication protocols for wireless ATM networks including
Challenge/Response, Secret Shared Information (SSI), Public/Secret Key, KryptoKnight,

Random Key, Server Key, Security Agent, and Sequence Numbers [PaS98]. They con-
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clude the protocol chosen depends on the network node’s computational ability, memory
resources, network bandwidth, real-time constraints, expenses, and security requirements.
There were only three methods of authentication discussed that did not require the use
of a third party. These were Challenge Response, SSI, and Public Key Cryptography as
shown in Table 2.1. While they did not come to any conclusions on what protocols were
best, the positive and negative comments they provided for each of the protocols gives
further insight into what is available as well as the vulnerabilities of each of the protocols.
For instance, they point out that although the KryptoKnight system’s qualities allow it
to be placed at any layer to accommodate security related information, the requirements
for long-life power supplies and synchronized clocks with the KryptoKnight system make

it infeasible for wireless systems.

Table 2.1.  Methods of Authentication for Wireless ATM Networks [PaS98]

Secret | Public | One-way | Third-Party
Key Key | Function | Needed

Challenge/Response Yes Yes No
SSi Yes Yes No
Public/Secret Key Yes Yes Yes No
Kryptoknight Yes Yes Yes
Random Key Yes Yes Yes
Server Key Yes Yes Yes
Security Agent Yes Yes Yes
Sequence Number Yes Yes Yes

2.4.8 Mutual Authentication, Confidentiality, and Key MANagement (MACKMAN).

The MACKMAN system takes an entirely different approach to authentication. While
Patiyoot and Shephard discussed public key authentication to a limited extent with the
ATM wireless authentication protocols, the MACKMAN system was designed around it.

This system uses a fairly new form of public key cryptography called Elliptic Curve Cryp-
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tography (ECC) [BaB98]. Other implementations of Public Key Cryptography such as
Rivest-Shamir-Adleman (RSA) and Diffie-Hellman require the use of more processing and
battery resources, as well as bandwidth [BSS99]. Any use of this type of cryptography in
authentication would be prohibitive for network nodes with limited processing capabilities
or network bandwidth. ECC, discussed in a later section, can be used for all data traffic
in the MACKMAN system since it provides a comparable level of security while greatly
reducing the processing and bandwidth requirements compared to conventional public key

cryptography systems [BaB98].

2.4.4 Authentication Mechanisms employed by IEEE 802.11 and IPSEC.  Before
ending this discussion on authentication mechanisms, a brief look should be taken at what
authentication mechanisms are available at lower ISO layers. The IETF working group for
IP Security (IPSEC) has been developing security procedures and protocols that can be
implemented by IPv4 and IPv6 [TDG98]. In addition, the IETF IPSEC Remote Access
Working Group is working on a proposal for a Pre-IKE Credential Standard (PIC) which
authenticates devices that are authorized to communicate with the system via Internet
Key Encryption (IKE) and a system’s secure IPsec gateway [Mil01]. However, IPSEC only
provides one-way authentication of the sender. It does not provide mutual authentica-
tion between source and destination nodes or authentication for any of the intermediate
hops between the source and destination. IEEE 802.11b also provides a limited shared-key
authentication mechanism using the Wired Equivalent Privacy (WEP) encryption mecha-
nism for the transmission of authentication frames at the link layer [IEE99]. This process

provides mutual authentication between two neighboring nodes, but it does not provide
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authentication between the original source node and the final destination node. The WEP
option in IEEE 802.11b has also been criticized as being a rather weak algorithm that is
fairly easy to break, so the security level for using this authentication protocol is considered

low [Mil01].

2.4.5 Onion Routing. Onion Routing is a concept implemented by [GRS99]
where the source node of a data packet will determine the route a packet will take, then
one-by-one continue adding layers of encryption using the public keys of the next hop.
Thus, as the data packet arrives at each location, a layer of encryption is removed and the
packet is sent to the next hop. In this way the last layer of encryption will be removed at
the destination node and the packet will be in plain-text. While this type of routing can
not be used directly in this research due to the overhead, the idea of encryption so only

the appropriate next hop can decrypt is used.

2.5 Encryption in Authentication

Good authentication allows entities to provide evidence that they know a particu-
lar secret without having to reveal that secret [PaS98]. While encryption is not required
for an authentication mechanism, it is an extremely useful tool to provide the additional
security of privacy, integrity, and non-repudiation that is needed to properly validate an
authentication process. For Kerberos and KryptoKnight, encryption is a secondary add-on.
Those protocols are built entirely on the authentication process with encryption as a possi-
ble option [KaN93, MTH92]. On the other hand, the MACKMAN system uses public key

cryptography as its primary modus operandi. Due to security risks associated with wireless
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networking as well as the possible military applications for MANETS, an authentication
built around cryptography such as with MACKMAN is a much more useful approach. The
next sections present the types of encryption typically used in authentication systems for

wired and wireless networks.

2.5.1 Wired Networks. Kerberos and KryptoKnight authentication are able to
use encryption algorithms such as the Data Encryption Standard (DES), Message Di-
gest 5 (MD5), and Rivest-Shamir-Adleman (RSA) if needed for bulk encryption [KaN93,
MTH92]. There are many other systems available as well that use encryption to implicitly
gain authentication between two sources based on the knowledge of encrypted keys. The
Secure Shell (SSH) [YKRO01], Secure Socket Layer (SSL) [DaA99], Virtual Private Networks
(VPN) [EWS98], and Virtual Local Area Networks (VLAN) [VLANYS8] are all examples of
protocols that use encryption to tunnel data traffic from point A to point B on a network
or over the Internet and gain authentication through the use of cryptography. However,
many of these protocols are only suited for wired networks since they can create a large
amount of overhead and take up a large percentage of the available bandwidth as well as

processing power.

2.5.2 Wireless Networks. The amount and type of encryption that can reason-
ably be performed in wireless networks is dependent on many factors including node size,
processing power, bandwidth, and battery power. Most any form of encryption that can
be used in a wired network environment can also be used in a wireless environment as long
as the network factors mentioned above are adequate. However, this is typically not the

case and many wireless networks, including MANETS, work under severe resource limita-
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tions. The form of encryption that quickly rises to the top for consideration in wireless
networks is Elliptic Curve Cryptography (ECC) as used in MACKMAN. This public key
cryptosystem, as its name suggests, is based on elliptic curves and was introduced in 1985
by Neal Koblitz [Kob87]. Its security is based on the intractability of solving discrete log-
arithm problems [BSS99, RSA01, Men93]. This cryptosystem provides the convenience of
privacy, integrity, and non-repudiation of data thus providing implicit authentication. Its
implementation provides roughly 10 times faster processing with about one-third smaller
data expansion compared to other forms of public key cryptography such as RSA [Cer97].
In fact, [BSS99] points out that ECC with a key strength of approximately 160 bits is
equivalent to an RSA key strength of 1024 bits. By using this cryptosystem, mutual au-
thentication across wireless nodes can be achieved for every data packet that is signed with
the sender’s private key and encrypted with the destination node’s public key. In the past,
this type of mutual authentication was only feasible for small amounts of data such as keys
for symmetric cryptography which, in-turn, were used for larger amounts of data. This
system of authentication could not be used for network or streaming communications due
to the large increase in the size of overhead for the data being sent. With ECC integrated
into the MANET routing protocol it will become feasible to achieve mutual authentication

for all data traffic between the network layers of two or more nodes.

2.5.8 MANET Authentication. There has been much research and many solutions
proposed in the area of security and authentication for wired and wireless networks [BaB98,
KaN93, MTH92, NaS78, PaS98], but little has been done in this area for MANETSs. In

[ZaH99], Zhou and Haas describe a generic security solution for ad hoc networks using
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a public-key cryptosystem and key management service called threshold cryptography
within a MANET. Their system distributed the responsibility of creating, maintaining,
and distributing key pairs among multiple MANET nodes. The system appears to be an
effective solution for key distribution and management; however, its impact on network

load, performance, computing requirements, and power efficiency is unknown.

Another authentication scheme was designed by Venkatraman and Agrawal for a
MANET using the Cluster Based Routing Protocol (CBRP) [VaA00]. The CBRP archi-
tecture is an on-demand routing protocol made up of overlapping or disjoint 2-hop-diameter
clusters. Each cluster is identified by its cluster head node. The authentication scheme
proposed in [VaA00] uses an unidentified form of public key cryptography so all nodes have
a system public/private key pair and a cluster public/private key pair. This algorithm pro-
vides the required mutual authentication for CBRP using a sequence of events that relies
heavily on the cluster head node to perform the encryption processing work up-front, then
distribute the results to the nodes in that cluster. These events incorporate the use of the
system key pair, cluster key pair, session key pair, a timestamp, and authentication tags.

This research adopted the idea of providing each node with a system public/private key.

A third authentication mechanism is contained in an Internet Engineering Task Force
(IETF) Internet draft [JaC99]. This mechanism specifies a scalable MANET Authentica-
tion Architecture (MAA) for the Internet MANET Encapsulation Protocol (IMEP). MAA
was designed to handle the Secret Key, Message Digest 5 (MD5), Rivest, Shamir, Adleman
(RSA), Elliptic Curve (EC) and Digital Signature (DS) encryption algorithms for IMEP
messages under most any MANET routing protocol. Among other things, this system

generates IMEP authentication and certificate objects that follow all non-authentication
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objects. These objects are used with administrator-defined cryptosystems to provide mu-
tual authentication and validation of all MANET routing control messages. In [VaA00],
it is recognized that this system would be difficult to implement due to constantly mov-
ing nodes and no underlying infrastructure. Thus, it would be difficult to find common

certification authorities for any two communicating nodes.

Seung Yi’s research [YNKO1] seeks to make a security-aware routing protocol for
MANETSs. This protocol is based on the military concept of ranks and privileges that
go with those ranks. This routing protocol proposes a very interesting solution. Data
is routing through a specified set of rank(s) of nodes within the MANET based on the

security needs of the data being sent.

Lastly, a public key distribution and management system is being developed by
Jean-Pierre Hubaux [HBCO01] in coordination with the terminodes project [HGBO01]. This
system seeks to advance research into a more efficient key distribution and management
system that can be used by MANETS via public key authentication systems such as being

proposed in the research presented here.

2.6 Summary

In providing a general background and literature review for this research, this chapter
first presented the current Mobile Ad Hoc Network (MANET) paradigm as described by
the Internet Engineering Task Force (IETF) MANET working group. Special emphasis was
placed on the Dynamic Source Routing (DSR) protocol as the protocol of choice for this
research. Next, authentication mechanisms, developed for wired and wireless networks,

were explored to provide an overview of what is currently available to the networking com-
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munity. Then, the role encryption mechanisms play in various authentication systems was
covered. Lastly, current authentication and security research and mechanisms developed

for the MANET paradigm were presented.
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III. Methodology
3.1 Problem Definition

In a MANET, there are no central servers or routers from which trusted informa-
tion can be obtained or that can be used to ensure data is properly routed and received.
These functions must be accomplished through the trusted cooperation of nodes within
the MANET. However, for MANET nodes to trust other nodes and cooperate with them
they must be able to authenticate each other as being valid and trusted nodes. Achieving
this authentication for packet transmissions within a MANET is a significant problem.
“Good” authentication provides a destination node evidence of a particular secret without
the sending node having to reveal the secret [PaS98]. “Mutual” authentication ensures that
good authentication is established in both directions, that is, for the sending and receiv-
ing nodes. Accepted authentication methods available for fixed network infrastructures
often come with the cost of increased bandwidth consumption and computing resource
requirements as well as a decrease in network throughput due to larger packet sizes or
an increased number of packets. More importantly, most authentication systems rely on
trusted central servers which are not available in a MANET. This research addresses the
problem of mutual authentication and security within a MANET and the costs associ-
ated with incorporating public key cryptography into the Dynamic Source Routing (DSR)

protocol.



3.1.1 Goals and Hypothesis.  The primary goals of this research are to:

1. Develop an efficient mutual authentication system for a Mobile Ad Hoc Network
2. Determine what performance impact the authentication system has on the MANET

It is hypothesized that incorporating an authentication and security system directly
into the routing protocol will result in an efficient method to gain a desired medium to high
level of authentication and security while still maintaining an adequate “goodput ratio” as
well as acceptable end-to-end delay of packets. “Goodput” ratio is defined as the ratio of
data bits successfully received, dbr, to all routing overhead bits transmitted, rbt, plus the

data bits successfully received or debr) . For example, a goodput ratio of 0.5 means that

(rbt+
for every 1 data bit received there was 1 bit of overhead information transmitted. This is

a “higher is better” metric since as the number of routing bits approaches zero the ratio

will approach 1.0.

3.1.2 Approach.  To accomplish the stated goals above, the following steps were

followed:

1. Select a representative MANET routing protocol. Since there is no standard MANET

routing protocol, one was chosen from two experimental standards. The Dynamic
Source Routing (DSR) protocol best represents the MANET paradigm for this re-
search since it

(a) is one of the experimental standards,

(b) has the ability to support uni-directional links,

(¢) can promiscuously gather network routing information, and
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(d) support multiple routes to a destination.

It is unimportant which MANET routing protocol is selected for this research since
the baseline performance metrics of the selected protocol will be used as a comparison
for the resultant performance metrics of this research. However, DSR seems to be a
better match for a targeted military environment compared to other MANET routing

protocols.

. Perform verification and validation. The DSR model for the OPNET network simula-

tion tool, developed by the National Institute of Standards and Technology (NIST)
was modified to reflect the Internet Draft specification of the DSR protocol then

verified and validated against published performance data as described in Chapter

IV.

. Complete a baseline performance analysis. A simulation of MANET traffic with no

authentication mechanisms was developed to establish baseline values for the selected
performance metrics. The parameters used for this baseline model are described in

Section 3.5.

. Develop a new protocol with authentication and security built in. Next, a new pro-

tocol was developed from the baseline DSR model by incorporating public key cryp-
tography into the DSR processing of routing and data packets. Experiments were
conducted with the new protocol using Elliptic Curve Cryptography (ECC) and
Rivest, Shamir, Adelman (RSA) and the results were compared to the performance

metrics from the baseline experiments.



5. Present analysis and conclusions. After data from these experiments were obtained

and analyzed, results and conclusions were laid out in accordance with the goals of
this research. The results and interpretation from the comparisons are displayed in

a manner sufficient for a reader to comprehend how conclusions were reached.

3.2  System Boundaries

As depicted in Figure 3.1, the System Under Test (SUT) for this study includes
all authentication systems involved in a MANET node. This includes the authentication
mechanisms and systems used by the applications, the Internet Protocol (IP), the rout-
ing protocol, as well as by the Medium Access Control (MAC) protocol. This research
produced an authentication system for the MANET routing protocol, hereafter termed
the Integrated MANET Mutual Authentication System (IMMAS). Thus, the Component
Under Test (CUT) is the IMMAS. Three levels of IMMAS, based on the types of public

key cryptography used, are evaluated.

Svstem Component
Under Test Under Test
Application
Authentication

IPSEC
MANET Integrated MANET
theutivation Mutual Authentication
MAC o INTAS
Authentication System (U\IBIAS)

Figure 3.1. Methods of Authentication for Wireless ATM Networks



There are many types of MANETSs with nodes ranging in size from small hand-held
devices to military HUMVEE communication centers. Each type of MANET has different
levels of authentication and security requirements along with very different computation
and bandwidth capabilities. For the purposes of this study and in the interest of envi-
ronment and complexity control, MANET nodes will be homogenous and will have the
capabilities of a typical laptop computer with sufficient renewable power resources. This
will permit reasonable computation resources for the MANET routing protocol and the
IMMAS while providing enough continuous power to permit the maximum transmission

and reception ranges.

3.8 System Services

Authentication is one of several services that must be offered by a network for it to
be considered secure [HGBO01]. IMMAS enables a node to verify the identity of a peer
node with whom it is communicating. The primary services and their respective outcomes

include:

1. Peer Authentication.

(a) Success - Packet received from valid network node (packet accepted)

(b) Failure - Unable to establish that packet came from valid network node (packet

dropped)

2. Routing Authentication.

(a) Success - Packet forwarded by valid network node

(b) Failure - Unable to establish that packet was forwarded by a valid network node
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3. Payload Authentication.

(a) Success - Packet payload is from valid network node (packet accepted)

(b) Failure - Unable to establish that packet came from valid network node (packet

dropped)

When all three services are successful, any valid node in a MANET is able to com-
municate with any other peer node within the same MANET. Further, it can trust the
routing information and data received as being from a peer node and will thus accept that
packet. Without one or more of these authentication services, an adversary could masquer-
ade as a trusted node thus gaining unauthorized access to resources and possibly sensitive
information, as well as interfering with the operation of other nodes and the network in
general. Not considered in this research are denial of service attacks. The physical security

of a node is assumed.

3.4 Performance Metrics

The following metrics were used:

1. Throughput - Throughput is defined as S = t’fﬁ, , where S is the throughput in
bits per second per node, b, is the number of successfully transmitted bits, t is the
observation period, and N is the number of nodes in the MANET. This metric will
effectively show the total number of routing and data bits per MANET node being
transmitted into the network’s “pipeline”. This throughput will exclude any MAC-

layer bits being transmitted for synchronization, such as RT'S/CTS packets used in

IEEE 802.11.



Throughput performance is critical since MANETS must operate in a low-bandwidth
environment. MANET nodes interfere with each other in an omnidirectional fash-
ion as defined by the power decay law [HGBO1]. Thus, for N nodes attempting
arbitrary point-to-point communications in a bounded region, the total throughput
capacity of the MANET increases by approximately v/N. This implies that the
throughput per node decreases by approximately \/—% [HGBO01]. Gupta and Kumar
[GaKO00] state that the throughput obtainable by each node within a wireless net-
work is (ﬁ) where N is the number of nodes in the network. For this reason
the number of nodes in a given range can greatly affect the available bandwidth
and services provided by MANET nodes. However, when measuring the throughput

of transmitted bits per node there will not be a direct relationship between that

throughput and the one described in [GaKO00].

. Goodput Ratio - “Goodput” ratio is defined as G = m;ﬂ_’l_irglm, where G is the ratio,

db,5 is the total number of data bits successfully received, and rb;,, is the total number
of routing bits transmitted. For example, a goodput ratio of 0.5 means that for every
1 data bit received there was 1 bit of routing information transmitted. This is a
measure of the efficiency of the network and is a “higher is better” metric. Observe

that as the number of routing bits approaches zero, the ratio will approach one.

. End to End Delay - ETE delay is measured in seconds. It is defined to be the elapsed

time from when a data packet arrives at the source node’s routing layer to when the

packet is received by the routing layer of the destination node.



3.5 Parameters

The parameters for this system are numerous, but based on expert knowledge and
pilot simulation runs the following parameters are believed to have the largest impact.
Pilot studies were conducted on these parameters to ensure they contributed to a change
in the performance metrics. Those parameters whose effect was insignificant were dropped

from the list. These resulting parameters are grouped by system and workload.

3.5.1 System.

1. Wireless Transmission/Reception Equipment - This equipment can range from di-

rectional to omni-directional. This is included as a parameter since omni-directional
equipment equates to a greater possibility of more peer nodes within an acceptable
area, of coverage, each of which are possibly contributing to the volume of data be-
ing sent or received by a node at any given point in time. For this research, the

equipment used in omni-directional.

2. Data Rate - Typical WLAN data rates range from 1 Mbps to 11 Mbps. This research

used a data rate of 2 Mbps.

3. Public Key Cryptosystem - This parameter plays a large role in determining the

computing power needed. For instance, RSA takes a lot more computing time and

resources when compared to the ECC. This parameter was chosen as a factor.

4. MANET protocol - The network protocol plays a large part in determining the

amount of time and overhead resources needed for nodes to determine routes and be

able to work with each other. This parameter was chosen as a factor.



5. Simulation Area - The size of the geographical area the MANET performs in con-

tributes to the node degree and plays a part in the decision on how many nodes to
place in that area. This research used an area of 1500 x 300 meters for the validation

and verification, and an area of 600 x 300 meters for the rest of the research.

6. Cache Size - The size of the cache refers to the number of routes a node’s cache will
maintain to any particular destination node. Pilot studies showed that a cache of
50 routes to every destination produced the best results under the caching strategy

described in Chapter IV.

7. Node Mobility - Node Mobility plays an important role in the randomness and over-
all outcomes of the MANET performance metrics. This research used the random

waypoint model as described in Chapter II.

8. Key Strength - The key strength for the encryption algorithm used contributes to
the overall size of the routing and data packets being transmitted. This research
used an ECC key strength of 160 bits and an RSA key strength of 1024 bits. These
are the lowest acceptable key strengths as defined by [IEE00, IEE01]. In [BSS99],

they show that these key sizes produce comparable encryption security.

3.5.2 Workload.

1. Nodes - This parameter is simply the number of nodes used in the research. Fifty

nodes were used for this research.

2. Source Nodes - This parameter defines the subset of nodes that originate data packets

in a peer-to-peer connection. This parameter was chosen as a factor to vary the



workload and was set at 20 or 30 nodes as per previous research [BMJ98, MBJ99,
DPRO1]. Pilot runs also showed that if 40 source nodes were used the contention
level became too great and the end-to-end delay metric began to show delays of well

over 5 seconds in many cases, which was unacceptable for this research.

. Node Speed - Node Speed is used by the node mobility model to determine how fast
a node moves from one point in the geographical area to another. For this research

the node speed is uniformly distributed between 0 and 20 meters/second.

. Node Pause Time - Node Pause Time is also used by the node mobility model. Every

time a node reaches its destination the node will wait a PAUSE amount of time before
starting to the next destination. This parameter is also used to control the movement

of nodes. This parameter was chosen as a factor.

. Node Degree - The node degree is a measure of the number of nodes that are
within the transmission range of any one particular node. Various research includ-
ing [RSM01, KaS78] has shown that this node degree should be between 6 and 9
neighboring nodes for a stationary network. This provides for minimum partitioning
of the network as well as avoiding contention problems experienced at higher node
degree levels. Although an optimal node degree for a mobile network has not yet
been determined, it is believed that the node degree should not be much higher than

that of a stationary network.

. Transmission Range - The transmission range greatly affects the node degree of a

given network. The transmission range was set at 250 meters as per previous research

[BMJ98, MBJ99, DPRO1].
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7.

10.

Size of routing and data packets - Routing and data packets must be transmitted

among the nodes of a MANET, but doing so can lead to congestion of the limited
bandwidth. The amount of data versus overhead in the packets plays an important
role in network throughput. This workload is determined primarily by the type of
routing protocol used. The data packets were set at 64 bytes as done in previous

research [BMJ98].

. Mean Interarrival Time - The amount of time between packet arrivals was set at 0.25

seconds to provide 4 packets per second as done in previous research [BMJ98]. The
workload was changed by varying source nodes versus varying the number of packets

generated per source node.

. Hop Delay - Hop Delay is used to calculate the timing of replies. The specification

establishes that this delay should be twice the minimum propagation delay, which is

said to be 600 microseconds [MBJ99]. Thus, this delay is set at 1.2 milliseconds.

Transmission Delay Window - This delay keeps a node from sending an unbounded

number of packets along a route that may be invalid. This is the amount of delay per
hop of a source route before a source node sends the next packet to the second node
on the route. This delay allows for the reception of an error packet should there be
one from the previous packet sent. Pilot runs showed the best value for this delay
is 30 milliseconds per hop. For example, if a source node is sending a packet to a
destination node that is 5 hops away, the source node (only the source node) will
wait 150 milliseconds before sending subsequent data packets on the same route. All

other nodes along the route will forward the data packet immediately.
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3.6 Factors

The following factors and their corresponding levels were chosen as the most signifi-

cant for this research based on expert knowledge and pilot studies.

3.6.1 Authentication System.

1. No authentication - This provided a baseline performance analysis of DSR for the

other experiments.

2. IMMAS using ECC - IMMAS implemented with Elliptic Curve Cryptography using

a key strength of 160 bits.

3. IMMAS using RSA - IMMAS implemented with RSA using a key strength of 1024

bits.

3.6.2 Number of MANET source nodes.

1. Lightly Loaded MANET - 20 source nodes were used to define a lightly loaded

MANET.

2. Heavily Loaded MANET - 30 source nodes were used to define a heavily loaded

MANET.

3.6.3 MANET node mobility.

1. Low Mobility - Nodes moving with a pause time of 300 seconds.

2. Medium Mobility - Nodes moving with a pause time of 60 seconds.

3. High Mobility - Nodes moving with a pause time of 0 seconds (constant mobility).
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3.7 FEvaluation Technique

Since MANETS are a new research area, there are few physical implementations avail-
able to gather measurements from. Thus, wireless network simulations using OPNET 8.0.C
are used. The data was validated against other published implementation data [Per01].

Simulations also provide a controllable environment as well as producing repeatable results.

3.8 Workload

Table 3.1 displays the critical workload parameters and their associated settings for
this research. Appendix A outlines the modifications and implementation of the OPNET
DSR model for the Verification and Validation Model. Other than the workload parameters

in the following table, the models are the same.

Table 3.1.  Workload Parameter Settings

Workload Parameter Setting
Nodes in Simulation 50
Source Nodes 20, 30
Data Packet Size 64 Bytes
Mean Interarrival Time 0.25 seconds
Hop Delay 1.2 milliseconds
Packet Send Delay 30 milliseconds
Max Node Speed 20 meters per second
Node Pause Time 0, 60, and 300 seconds
Simulation Area 300 x 600 meters

3.9 Experimental Design

This experimental design consisted of specifying the number of experiments, the
factor level combinations for each experiment, and the number of replications of each

experiment.
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Since this included two factors with three levels and one factor with two levels there
were 3 X 2 X 3 = 18 experiments. Thus there were 18 experiments with 5 replications

each giving a total of 90 simulations.

3.10 Summary

This chapter described the MANET protocol and authentication system used for this
research. The approach by which the authentication system is integrated into the MANET
routing protocol as well as how the results are compared were also covered. This chapter
described the System Under Test, the Component Under Test, the parameters, workload,

and factors that were used during this research.
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1V. IMMAS Implementation

In a MANET there are no central servers or routers from which trusted information can
be obtained or that can be used to ensure data is properly routed and received. These
functions must be accomplished through the cooperation of nodes within the MANET.
Mutual authentication for data routed within a MANET is a significant problem. “Good”
authentication provides evidence of a particular secret without having to reveal the secret
[PaS98]. Mutual authentication ensures this “good” authentication is achieved by both
sending and receiving nodes. Consider the scenario in Figure 4.1: Node A wants to send
an authenticated message to node D via route A-B-D. Prior to accepting the message, node
D must be sure it is truly from node A and has not been tampered with by node B or C.
Conversely, node A must also be assured that node D will receive the message unaltered

by nodes B or C to achieve mutual authentication between nodes A and D.

To get to node D, the message must pass through node B. For security reasons, node
A must be able to authenticate that node B is a valid MANET node and that only node B
can route data to D using the source route of A-B-D. Node B must be assured the message
received came from node A, that node A is a valid MANET node, and that node A is

either the source of the packet or in the source route for the packet.

To accomplish this, nodes A, B, and D must have some secret that can be used to
create shared secrets for node pairs (A,D), (A,B), and (B,D) such that only receiver nodes
can verify the sender node’s secret was used to create the shared secret — all without having

to know what the sender node’s secret is. This process will provide mutual authentication



Original Packet

Source: A| Dest: D | Data

_ ~
Original Packet — ~ %
Source: A| Dest: D | Data ~ SA
Figure 4.1.

N

C

Original Packet

Source: A| Dest: D | Data

+~  Spoofed Packet

Source: A

Dest: D | New Data

Mutual Authentication

between each pair of nodes along the route as well as mutual authentication between the

source and destination nodes.

The Integrated MANET Mutual Authentication System is a proposed solution com-

bining the basic ideas of a number of currently available mechanisms and technologies

into a new authentication system for MANETSs. Some of these technologies include Pub-

lic Key Cryptography Encryption and Digital Signatures [IEE00, IEE01], Onion Routing

[GRS99], Kerberos [KaN93], IPsec [TDGY8], and MACKMAN [BaB98]. This system will

provide mutual authentication within a MANET by incorporating a public-key cryptosys-

tem called Elliptic Curve Cryptography (ECC) [IEE00, IEE01] into the Dynamic Source
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Routing (DSR) protocol. The rest of this chapter lays out how that system is designed as

well as how two different cryptographic mechanism can be implemented using IMMAS.

Routing information can be used by an adversary to gather information about the
MANET through eavesdropping. This information can also be used for creating a spoof
attack or even a man-in-the-middle attack [ZaH99]. Therefore, it is imperative the routing
information, whether in routing packets or in the headers of the data packets, be secured
such that only nodes belonging to the MANET can read and forward any MANET traf-
fic. However, it is essential for MANET routing, especially DSR, that all packet routing
information traversing the network be visible to all nodes belonging to the network. To
do this, each node within the MANET is assigned a system public/private key pair along
with its own public/private key pair prior to being allowed into the MANET. This will
be done with a trusted certificate authority and a secure method of key distribution and

management which is assumed to be available for this network.

This system key pair could just as easily be a shared symmetric group key, which
would actually decrease the processing, memory, and bandwidth requirements. However,
for the ease of comparison, this research used the same cryptographic functions throughout
IMMAS. Shared group key(s) are a known security risk since only one node in the MANET
needs to be compromised to risk the entire network being attacked. It is assumed that the
problem of key distribution and management for MANETSs has been solved efficiently and
securely to help mitigate this risk by incorporating, among other things, regularly updated
group keys. While this only touches the surface of this problem, key distribution and

management is beyond the scope of this research. It is a prime area for future research.



In order to achieve the required level of authentication and security, only the source
and destination nodes will have access to the plain-text payload data (i.e., all information
within the packet following the DSR header). Of course, this is not necessary for DSR

generated routing packets as they have no payload data.

Even higher security can be achieved by only allowing those nodes along a specified
route to have access to that routing information. However, this effectively removes one of
the basic characteristics of the DSR protocol. The DSR specification [JMHOla] permits
the source route used in a data packet, the accumulated route record in a Route Request,
and the route being returned in a Route Reply to all be cached by any node. While there
is a risk of in-the-clear routing information giving an adversary information about the
topology and architecture of a particular MANET, it has to be weighed with the fact that
passively updated routing information is what makes the DSR protocol more bandwidth

efficient.

With this in mind, the packet payload data is encrypted with the private key of the
source and the public key of the destination to provide implied mutual authentication and
payload confidentiality. This is true as long as a trusted key distribution and management
as well as certificate architecture is in place [MOV01, Sch96]. A digital signature is calcu-
lated from the entire packet of data by the source node and, in turn, every intermediate
node in the source route transmitting the packet. In this way, nodes along the source route
are able to verify that the packet came from the appropriate preceding node in the source
route and are thus allowed to retransmit a packet. If a packet is transmitted or received
by any other node than specified in the source route, that packet will be dropped by all

subsequent nodes. This assumes the key distribution architecture is sound and all nodes
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that are able to decrypt the routing information are authorized to belong to the MANET
and are not “misbehaving”. Lastly, the packet routing information, minus the first 4 octets
with the routing length information, will be encrypted with the private key of the trans-
mitting node and the system public key. This step ensures only legitimate MANET nodes
possessing the system’s private key will be able to decrypt the routing information or gain

any knowledge about the current routes or topology of the network.

4.1 IMMAS with Elliptic Curve Cryptography (ECC)

To illustrate how IMMAS works, consider Figure 4.2, where Node A wants to transmit

a packet to Node D.
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Figure 4.2. IMMAS Implementation
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1. Node A uses the Elliptic Curve Integrated Encryption Scheme (ECIES) [IEE01] to
encrypt the payload data using its private key and the node D’s public key. This is
shown as E4p in Figure 4.3. In typical implementations, ECIES would be used to
encrypt and decrypt a symmetric session key, which is used to encrypt/decrypt the
message or payload. However, the payload and overhead here is small enough that
this is an unnecessary additional process.

Routing Packet Digital
Info Payload Signatur
A, R A,

i \I,-"’ i B
1

EEMSYS i EAD i DSA
'\_‘J
Plain-Text IL.ength Field

Figure 4.3.  Generic IMMAS Packet

2. The Elliptic Curve Signature Scheme with Appendix (ECSSA) [IEE01, IEE00] is
applied to the entire packet, which produces Node A’s 320-bit digital signature for

that packet. This signature is appended to the end of the packet (DSy4).

3. The DSR routing information, except for the first 4 octets, is encrypted with Node
A’s private key and the system public key (E4/5ys). This is a known security risk
since every node within a MANET has a copy of both the system private and public
keys as well as Node A’s public key. Thus, if any node is physically compromised
the encrypting of the routing information is rendered pointless. However, since this

information still does not decrypt the payload it is a manageable risk.
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The first 4 octets of the DSR header remain unencrypted since they contain the

payload length field. This information is needed by the receiving nodes to properly decrypt

the header. The most significant bit of the DSR. packet reserved field could be used to flag

when ECC encryption is being used by the MANET routing protocol.

IMMAS allows only nodes belonging to the MANET to decrypt the plaintext routing

information. Throughout this process, no node other than the destination can decrypt and

read the payload data. As the packet shown in Figure 4.4 is transmitted along the route

path from node A to node B the following occurs when it is received.

1
1
:EA!SYS

Eap

DS,

Figure 4.4.

IMMAS Packet Transmitted by Node A

1. The packet routing information is decrypted using node A’s public key and the

system’s private key to gain the plaintext routing information (R), as shown in Fig-

ure 4.5. If node B is not in the source route the packet is dropped.

R

Ep

DS,

Figure 4.5.

Node B Decrypts IMMAS Packet Routing Information

2. The digital signature at the end of the packet is checked to verify that the packet

came from node A. If this fails, the packet is dropped and ignored.

3. If the packet header has information pertaining to node B, such as a route request or

passing a data packet, it is processed accordingly and the appropriate header fields

are updated.
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4. Node B produces its digital signature for the packet and overwrites node A’s digital

signature at the end of the packet as shown in Figure 4.6.

R Fw DN,

Figure 4.6. Node B Overwrites IMMAS Packet Digital Signature

5. Node B re-encryptes the DSR header, minus the first 4 octets, with its private key

and the system public key as shown in Figure 4.7.

Ep/sys! Eap : DSy

Figure 4.7. IMMAS Packet Transmitted by Node B

6. The packet is then transmitted to node D.

Node D will process the packet as follows:

1. The packet is received and the routing information decrypted using node B’s public
key and the system’s private key to gain the plaintext routing information (R) as

seen in Figure 4.8. If node D is not in the source route the packet is dropped.

R he DS,

Figure 4.8. Node D Decrypts IMMAS Packet Routing Information

2. The digital signature at the end of the packet is checked to verify that the packet

came from node B. If this fails, the packet is dropped and ignored.
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3. Since node D is the destination the packet payload is then decrypted with A’s public
key and D’s private key to gain back the original plaintext message (M) as seen in

Figure 4.9.

R M

Figure 4.9. Node D Decrypts IMMAS Packet Message

DS,

4. The packet is then processed by D accordingly.
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Figure 4.10. IMMAS packet using Elliptic Curve Cryptography

As described above, the 2 encryptions and 1 digital signature will produce a total
of 768 bits of overhead — 150% of a 64 byte data packet (refer to Figure 4.10). A DSR
routing packet will not have any payload information so only 1 encryption and 1 digital
signature will be performed with a total overhead of 544 bits in addition to the actual size
of the information within the packet. Using this encryption scheme the size of the DSR
headers will approximately double. However, this cost is far below the 1024-bit overhead

for each encryption of the RSA algorithm.

Figure 4.11 shows what happens to the size of a data packet before and after a data
packet has been encrypted using IMMAS with ECC and RSA. This graph does not include
the routing overhead bits that will be added by the routing protocol. For IMMAS using
ECC, a total of 768 bits is added to the size of the data packet. For IMMAS with RSA, the

final size of the packet follows the formula P = ([%-I * 1024) + 2048, where P is the final
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Figure 4.11.  Overhead of Two Encryption Algorithms using IMMAS

size of the packet in bits, and M is the size of the original message in bits. The message
is divided by 696 bits since this is the max number of bits allowed by [IEE01] for an RSA
encryption of 1024-bit strength. The output for each 696-bit piece of the message is 1024
bits, then as shown in Figure 4.12, another 2048 bits is added for the routing encryption

and the digital signature.

4.2 IMMAS with Rivest, Shamir, and Adelman (RSA) Cryptography

RSA cryptography is implemented just like the ECC cryptography in IMMAS except
that the final size of the fields will be different. According to [IEE00] RSA, with a 1024-bit
key strength, will produce 1024 bits for every 696 bits of data to be encrypted. Thus,

IMMAS will produce data packets like Figure 4.12 for 512-bit (64-byte) data packets as
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was implemented in this research. So in the case of IMMAS using RSA the final size of a

data packet will be 3072 bits — a 600% increase in the size of the data packet.

Clear Encrypied Encrypied | Digital
Payload 1 Signature
(32 hits) (1024 hits) (1024 hits) ! (1024 hits)

i
Text ! Routing Data

Figure 4.12. IMMAS packet using RSA Cryptography
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V. Implementation and Analysis
5.1 QOverview

This chapter provides the results of this research’s implementations as well as analysis
of those results. First, the validation and verification of the OPNET implementation of
DSR is described. Second, the implementation used for the baseline DSR model will be
described and the results of that implementation shown. Next, the implementation of the
IMMAS system will be described using both the ECC and RSA cryptography. Lastly, this

chapter will provide an overview of the results and an overall analysis of those results.

5.2 DSR Verification and Validation

In order to verify and validate that the DSR model being used was performing ap-
propriately, simulations were configured and conducted according to previous research in
this area [BMJ98, DPR0O1, MBJ99]. The results were compared to the data provided in

that research. In particular, the data provided by [BMJ98] is used as a comparison.

5.2.1 Verification and Validation Implementation.  The basic implementation of
the DSR model used for verification and validation included the parameter settings defined

in Table 5.1.

Performance metrics include the data packet delivery ratio and number of routing
packets. More information on the implementation of this verification and validation model

is provided in Appendix A.
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Table 5.1.

Validation and Verification Workload Parameter Settings

Workload Parameter Setting
Nodes in Simulation 50
Source Nodes 20, 30
Data Packet Size 64 Bytes

Mean Interarrival Time

0.25 seconds

Hop Delay

1.2 milliseconds

Packet Send Delay

30 milliseconds

Max Node Speed

20 meters per second

Node Pause Time

0, 30, 60, 120, 300, and 900 seconds

Simulation Area

1500 x 300 meters

Transmission Range

250 meters

Mobility Model

Random Waypoint

5.2.2  Verification and Validation Results. As can be seen in Figure 5.1, all of
the data points from previous research implementing DSR in the NS-2 network simulator
[Per01, BMJ98] were well above the 97 percent level and the delivery ratios encountered
by the OPNET DSR model used in this research all fall above the 97 percent delivery as
well. It should be pointed out that the data points from previous research as shown in

these graphs are approximate. However, using these data points and assuming a 95 percent

confidence interval we find that the two sets of data points are statistically equivalent.

As shown in Figure 5.2, the number of routing packets seen by the OPNET DSR
model is statistically equivalent with the data provided by previous research in NS-2.
Based on these metrics the OPNET DSR implementation produces similar results to that
of previous implementations. Therefore, the OPNET DSR implementation is a valid and

verified DSR model.
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5.3 DSR Baseline

This research is concerned with the effects of the IMMAS system on data efficiency as
well as the effects the additional IMMAS overhead bits have on the latency of the network.
Thus, in order to gain the desired effects and to create a more “realistic’” MANET model for
a military environment, the simulation parameters and performance metrics were modified

slightly from the verification and validation model described above.

5.8.1 Baseline Implementation.  The implementation of the DSR model used as

a baseline for IMMAS included the parameter settings outlined in Table 5.2

Table 5.2.  DSR Baseline Workload Parameter Settings

Workload Parameter Setting
Nodes in Simulation 50
Source Nodes 20, 30
Data Packet Size 64 Bytes
Mean Interarrival Time 0.25 seconds
Hop Delay 1.2 milliseconds
Packet Send Delay 30 milliseconds
Max Node Speed 20 meters per second
Node Pause Time 0, 60, and 300 seconds
Simulation Area 600 x 300 meters
Transmission Range 250 meters
Mobility Model Random Waypoint

Performance metrics included the end-to-end delay, transmission throughput, and
goodput ratio. Other than the parameter settings described in Table 5.2 and the perfor-
mance metrics, the baseline DSR model was implemented identical to the validation and

verification model described above and in Appendix A.

5.3.2 Baseline Results. Figure 5.3 shows the goodput ratio with an average of

0.607 for 20 sources and 0.597 for 30 sources. In the case of the 20 sources, this means
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that for every 1000 data bits successfully received at a destination there were, on average,

647 routing bits transmitted based on the definition given in Section 3.4.
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Figure 5.3.  Goodput Ratio for OPNET DSR Baseline Evaluation

Each simulation was run for 900 seconds with the source nodes uniformly starting
packet generation between 0 and 180 seconds at a rate of 4 packets per second. Thus, for
20 and 30 source nodes there are approximately 65,000 and 98,000 data packets generated
respectively. The number of routing packets, shown in Figure 5.4 then proves to be less
than 1.5 percent of the total number of data packets in the baseline evaluation for both
20 and 30 sources. The average size of each those routing packets is 320 bits. The average
number of routing bits seen in a data packet is 288 bits. The average number of hops taken
by a data packet to reach its destination in this network is 1.5 (See Figure 5.5). When this

number of bits is multiplied by the average number of hops, then added to the number of
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routing packet transmission bits, the total number of routing bits adds up and thus the

goodput ratio falls to the level seen in the graph.
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Figure 5.4. Routing Packets for OPNET DSR Baseline Evaluation

For instance, with 1000 data packets of 512 bits (64 bytes) there would be approxi-
mately 15 routing packets of 320 bits each required giving 4800 bits. Since there are 288
bits of routing overhead associated with each of the 1000 data packets and each packet
took an average of 1.5 hops, there would then be a total of 319,200 bits of routing overhead

transmitted with the data packets. The goodput ratio could then be figured by the formula

512,000 _
(4,800+319,200+512,000)

.612. Thus the goodput ratio would closely resembles the goodput
ratio seen for 20 sources. The goodput ratio would, of course, increase under a network

passing larger data packets assuming the amount of routing bits would stay the same.

The fact that the average number of hops was 1.5 played a key part in making the

movement of the nodes statistically insignificant in the results of all metrics. With the
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simulation area of 600x300 meters and a transmission range of 250 meters each node will,
on average, be in range of 45 other nodes. This means the simulations did not experience
the added routing load of route errors due to link breakages and node movement since the
nodes can move as much as they want and still be within two hops of any given destination.
Thus, the data from each of the pause times was averaged together to produce the metrics

for the Baseline, IMMAS with ECC and IMMAS with RSA metrics.

The end-to-end delay seen in this baseline model and shown in Figure 5.6 was mini-
mal. This is due to contention and congestion being at a low level. This level was obtained,
in part, by setting the packet size to 64 bytes as well as setting the simulation area and
transmission range such that every node can come close to being able to reach every other
node. In fact, the maximum number of hops should not be any higher than 3, based on

the transmission range of 250 meters and a simulation width of 600 meters.
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Figure 5.6. End-To-End Delay for OPNET DSR Baseline Evaluation

Any significant increase in the value of these of parameters such as the packet size,
transmission range, or simulation area and there will be an increase in the contention
and congestion of the network. For instance, some baseline simulations were run using 20
sources with the transmission range set at 100 meters. This change increased the average
number of hops to around 3.5, decreased the average goodput ratio to 0.35, increased the
average transmission throughput to over 5,000 bits per second and created an average end-
to-end delay of over 5 seconds in many cases. Similar, but less drastic, results were seen
when the data packet sizes were increased to 512 bytes and the transmission range was
left at 250 meters. This was considered unacceptable for this research as the variation for
each of these metrics was large and they spoke more about the performance limitations of
the routing protocol than about how the IMMAS system would be affecting the network.

Unulike other research such as [BMJ98, MBJ99, PRDO01], it was not the goal of this research



to stress the routing protocol to determine its breaking points or measure it against other
protocols. Thus, for this research the parameters were maintained at the specified levels
so the effects of the IMMAS system on the chosen performance metrics could be measured

to a greater extent.
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Figure 5.7. Throughput for OPNET DSR Baseline Evaluation

The throughput graph seen in Figure 5.7 shows between 1,500 and 2,500 bits per
second per node being transmitted depending on the number of sources. This does not
include any of the bits added by the MAC protocol for framing or for synchronizing packets
such as RT'S/CTS packets, which are considered beyond the scope of this research. Obvi-
ously this does not measure the number of bits received by each node, which is dependent
on the number of transmitting nodes within reception range. Instead, this metric provides

a basis to compare the IMMAS system to.



5.4 IMMAS Implementation

The Integrated MANET Mutual Authentication System, as discussed in detail in
Chapter IV, provides the various levels of security shown in Figure 5.3. Each level can be
considered optional for implementation based on the assessed security risk of the network.
These security levels are all based on the assumption that some type of trusted certificate
authority is available for key generations and a secure method of key distribution and
management is being applied. These areas will be addressed in future research, but for

this research they will be assumed.

Table 5.3. IMMAS Security Options

IMMAS Option Security Level Security Effects
No IMMAS System Low No Authentication or Security Provided
A Low/Medium Pavload Security / No Authentication
B Low/Medium Peer Authentication / No Securty
C Low/Medium Routing Security / No Authentication
Payload Security and Peer
A&B Medium Authentication / No Routing Security
Payload and Routing Securty / No
A&C Medium Authentication
Routing Security and Peer
B&C Medium Authentication / No Payload Security
A&B&C Medium/High Security and Authentication Provided
A = Payload Encryption
B = Digital Signatures
C = Routing Encryption

First, IMMAS uses public key cryptography to encrypt the payload data in a data
source route packet at the source node so that only the destination node can decrypt the
information. This is achieved by encrypting the payload data with the source private
key and the destination public key, thus the payload can only be decrypted using the
destination node’s private key and the source node’s public key. Second, each MANET

node will use the information in each packet to create a digital signature that is appended
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to the end of every packet. In this way, it can be verified that the packet received came
from the appropriate advertised node. Lastly, all routing information in the packet is
encrypted with the sending node’s private key and the system public key. Any node in
the MANET will be able to decrypt this routing information using the sending node’s
public key and the system private key since every node authorized to be on the MANET
will have the system public key and the system private key. Encryption information will
be passed with each packet transmission for every encryption completed on the packet,
thus overhead is added for the payload encryption, digital signature, as well as the routing
encryption when all three options are being used for data packets. For routing packets,
only the digital signature and routing encryption overhead is added to the packet since
there is no data payload. This research uses the IMMAS system with all options to give a
worst-case scenario on results and to provide what is believed to be an adequate level of

security.

5.4.1 IMMAS with Elliptic Curve Cryptography (ECC). With IMMAS using
ECC for its cryptography, each message encryption carries an overhead penalty of 224
bits and the digital signature consists of 320 bits (Figure 5.8). Therefore, data packets
will contain an additional 768 bits of overhead in every packet. For routing packets an
additional 544 bits will be added to the overhead of every packet. For more information

on the implementation specifics used for these ECC numbers refer to Chapter IV.
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Figure 5.8. IMMAS with ECC Encrypted Data Packet
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5.4.1.1 IMMAS with ECC Results. Experiments for IMMAS with ECC
were conducted as described in Chapter 3. Simulations included runs varying the mobility
rates between pause times of 0, 60, and 300 seconds, and varying the number of source
nodes between 20 and 30 sources. Each of these simulations were repeated five times and

the averages were used for the graphs presented here.
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Figure 5.9. Goodput Ratio for DSR IMMAS with ECC

It can be seen from Figures 5.9 through b5.11 that while the goodput ratio for 30
source nodes is only 1.5 percent greater than that of 20 source nodes and the end-to-end
delay for 30 source nodes is 4.4 percent greater than for 20 source nodes, the transmission
throughput per node shows a full 47 percent increase from 20 to 30 source nodes. This is
interesting in that two of the metrics stay nearly the same with an increased load to the
network, yet the throughput increased as would be expected under an increased load with

more source nodes generating a larger number of data packets going to a larger number

5-12



4.20 -

4.15-

4.10-

4.05

4.00-

3.95-

data packet from src routing
layer to dest routing layer

Elapsed time (milliseconds) of

3.90-

@ 20 Sources @ 30 Sources

Figure 5.10. End-To-End Delay for DSR IMMAS with ECC

6000 -

5000 A

4000

3000 A

per node

2000 A

1000 -

Total bits transmitted per second

@ 20 Sources @ 30 Sources

Figure 5.11.  Throughput for DSR IMMAS with ECC

of destinations. However, this can be explained by the fact that the amount of overhead

added to each packet stays nearly constant with the increased load of 30 sources which
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keeps the goodput ratio relatively constant with a difference of 0.001. An increased network
load would also normally contribute to a higher ETE delay, but since the destinations can
be reached in an average of 1.5 hops and the load to the network is not high enough to
cause significant contention, the ETE delay rises only slightly. The variation is statistically
insignificant (refer to Appendices B through D for statistical tables). Section 5.5 compares
the metrics seen in this section to the metrics seen in the baseline evaluation and the

metrics gathered from the IMMAS with RSA experiments.

5.4.2 IMMAS with Rivest, Shamir, and Adelman (RSA) Cryptography. With
IMMAS using RSA for its cryptography, each message encryption creates 1024 bits for
every 696 bits of the message to be encrypted; the digital signature and the encrypted
routing data also consists of 1024 bits. So for data packets with a payload of 696 or less
bits (87 bytes), as shown in Figure 5.12, the total size of the transmitted data packet will
be 3072 bits (384 bytes). For routing packets, the total packet size will be 2048 bits (256
bytes). For more information on the implementation specifics used for these RSA numbers

refer to Chapter IV.

Clear Encrypied Encrypied Digital
Text Routing Data Payload Signature
(32 bits) (1024 hits) (1024 hits) (1024 hits)

Figure 5.12. IMMAS with RSA Encrypted Data Packet

5.4.2.1 IMMAS with RSA Results. Experiments for IMMAS with RSA
were conducted as described in Chapter ITI. Simulations included runs varying the mobility

rates between pause times of 0, 60, and 300 seconds, and varying the number of source
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nodes between 20 and 30 sources. Each of these simulations were repeated five times and

the averages were used for the graphs presented here.
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The goodput ratio for 20 source nodes is only 2.9 percent greater than that of 30
source nodes. Although the IMMAS with ECC goodput ratio for 30 source nodes is
greater than with 20 source nodes, the differences between the goodput ratios is considered
insignificant in both systems as they only differ by 0.001 and 0.003. Thus the goodput
ratio for IMMAS with RSA is similar to what was seen in the IMMAS with ECC goodput
ratio in that the goodput ratio is nearly constant between the two levels of source nodes

for each IMMAS system.

On the other hand, the ETE delay for 30 source nodes is 104.9 percent greater than
20 source nodes and the transmission throughput showed a 54.6 percent increase from 20
to 30 source nodes. The increase in these last two parameters is reasonable since IMMAS

with RSA is creating a heavier load to the network due to the greater amount of overhead

compared to what was seen in IMMAS with ECC. Also as seen with IMMAS using ECC,
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with more source nodes there will be a larger number of data packets generated going to a
larger number of destinations, which accounts for the increase in the throughput. However,
with the increase of possible destinations there will also be an increase in the routing load
as the nodes maintain routes to the destinations. This would also normally contribute
to a higher end-to-end delay, but since the destinations can be reached in an average of
1.5 hops and the load to the network is still not high enough to cause contention, the
end-to-end delay rises slightly but remains statistically insignificant (refer to Appendix B

for statistical tables).

5.5 Result Analysis

The next few sections will present an analysis comparing the three levels of authen-
tication for the goodput ratio, end-to-end delay and transmission throughput performance
metrics respectively. First, however, Figure 5.16 shows the number of routing packets that
were observed for each of the authentication systems for 20 and 30 source nodes respec-
tively. This information simply provides an idea as to the routing packet load for the
scenario used in this research which varies greatly under other simulation parameter set-
tings. As discussed in Section 5.3.2, the observed data stayed statistically the same across
the different mobility settings of 0, 60, and 300 second pause times and were thus averaged
together for the 20 and 30 source node data shown. The Delivery Ratio for each of the

scenarios was above 99 percent, so it was not used as a discriminator.

5.5.1 Goodput Ratio Analysis.  As seen in Figure 5.17, the goodput ratio follows

a downward trend from the baseline to the IMMAS with ECC to the IMMAS with RSA.
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Figure 5.16. Routing Packet Comparison between IMMAS Systems

This was to be expected based on the amount of overhead added by ECC and RSA as
described in Chapter IV. The interesting information is how much the IMMAS system
degrades the goodput ratio using ECC versus RSA cryptography. The IMMAS with ECC
goodput ratio is approximately 60 percent less (approximately 2/5 of the baseline) than
the baseline for both 20 and 30 sources. The IMMAS with RSA goodput ratio is as much
as 82 percent less (approximately 1/5 of the baseline) than the baseline for both 20 and 30
sources. This is a difference of 22 percent between the systems when they are compared
to the baseline system. Thus the goodput ratio for the IMMAS with RSA system is 22

percent worse than the IMMAS with ECC system.

The analysis of variation for the goodput ratio in Table 5.4 shows that almost all the
variation, 99.36 percent, is due to the authentication systems. This suggests that values
shown in Figure 5.17 are in fact due to the authentication system and not any of the other

varied parameters. The goodput ratio of any MANET will vary based on the average
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number of hops taken by the data packets as well as the data packet size. In this scenario,
the average number of hops is only 1.5 and a small data packet size of 64 bytes provides a
high goodput ratio. An area of future work would be to determine how variations of these

parameters affect the performance of the network.

Table 5.4. ANOVA on Goodput Ratios

Source Nodes
and Source Authentication
Authentication Authentication | Hodes and and Pause
Source Nodes System Pause Time System Pause Time Time All Factors Error
0.01% 99.36% 0.01% 0.01% 0.01% 0.01% 0.04% 0.55%

5.5.2 FEnd-To-End Delay Analysis.  The end-to-end delays shown in Figure 5.18
produced the expected trend of longer delays with the larger data packets. The variation,
in most cases, was not as drastic as seen in the goodput ratios. The IMMAS with ECC
produced a 102 percent and 80 percent longer delay compared to the baseline, while the

IMMAS with RSA system produced an 187 percent and 403 percent longer delay for
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20 and 30 sources respectively when compared to the baseline. This is a difference of
approximately 86 percent between the 20 sources of IMMAS with ECC and IMMAS with
RSA when compared to the baseline. The difference between the two systems then greatly
increases under the heavier workload of 30 sources producing a difference of 323 percent
between the two systems when each are compared to the baseline. The jump in the end-
to-end delay for the RSA system with 30 source nodes is due to the rising contention levels
of the network as the size and number of the data packets gets larger. As discussed in
section 5.3.2, the decrease in transmission range or increase in packet size begins to greatly
affect the end-to-end delay. These experiments were kept below that point of saturation

as much as possible.
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Figure 5.18.  Comparison of End-To-End Delays

Like the goodput metric, the analysis of variance for the ETE delay metric in Ta-
ble 5.5, shows the largest amount of variation, 99.21 percent, is due to the authentication

system.
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Table 5.5. ANOVA on End-To-End Delay
Source Nodes
and Source Nodes |Authentication
Source  |Authentication Authentication| and Pause and Pause Due to All
Nodes System Pause Time System Time Time Factors Due to Error
0.01% 99.21% 0.01% 0.01% 0.01% 0.01% 0.05% 0.69%

5.5.8  Transmission Throughput Analysis.  The transmission throughput data, as
seen in Figure 5.19, was similar to the end-to-end results. The IMMAS with ECC system
produced 116 percent and 106 percent more bits to be transmitted compared to the DSR,
baseline. The IMMAS with RSA system produced an average 345 percent more bits to be
transmitted for both 20 and 30 source nodes when compared to the DSR baseline system.
Thus, IMMAS with RSA produces 234 percent more total bits than the IMMAS with

ECC system does when they are compared to the baseline system. These results follow an

expected trend as the number and size of the data packets get larger.
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Figure 5.19.  Comparison of Transmission Throughput
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Once again, at 82.8 percent of the of the variation allocated to the authentication

systems, the systems being tested were being appropriately measured. This is shown in

Table 5.6.
Table 5.6. ANOVA on Transmission Throughput
Source Nodes
and Source Authentication
Authentication Authentication | Hodes and and Pause
Source Nodes System Pause Time System Pause Time Time All Factors Error
10.96% 82.80% 0.01% 3.94% 3.00% 0.03% 0.09% 2.13%

5.5.4 Conclusions. Overall, the results of this research followed the predictable
path of the IMMAS with ECC system degrading the performance of the network, but the
IMMAS with RSA increased the network’s end-to-end delay and transmission throughput
by as much as 323 percent and the goodput ratio was decreased by approximately 22
percent compared to the IMMAS with ECC system. It is a known fact that security comes

at a cost and these results show what that cost is for medium-high security.

5.6 Summary

In summary, this chapter described the implementation of the verification and val-
idation model used for the DSR protocol and the resultant data from that model. Next,
the implementation and results of the DSR baseline model used for this research were
explained. Then a performance summary of the IMMAS implementation using ECC and
RSA was provided to display the associated costs of using those cryptography systems. An
analysis was performed on those results and the amount of impact the IMMAS system has

on a MANET was measured. By performing this analysis it was shown that the medium-
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high level of security obtained from the IMMAS system for MANET packet transmissions

comes at a cost that must be minimized.
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VI. Conclusions and Future Work
6.1 QOwverview

Security and authentication of transmitted data within a MANET are of utmost
importance. Elliptic curve cryptography integrated into the MANET routing protocol
provides an efficient means to produce the required level of security and authentication
desired by most any mobile organization. IMMAS provides mutual authentication and
security while not overtaxing the processing or bandwidth capabilities of a wireless network.
In addition to mutual authentication, IMMAS also provides multi-level encryption which
ensures the integrity, confidentiality, and non-repudiation for data packets every step along
the way. The security provided by IMMAS makes an effective and efficient use of DSR
routing and Elliptic Curve Cryptography. Thus, the goals of this research were met by
the development of the IMMAS system and the results presented in Chapter V from the

simulation of IMMAS.

6.2 IMMAS Conclusions

It can be concluded that the development of the IMMAS system, while not dependent
on a particular type of encryption, was shown to be much more efficient using ECC than
RSA. Not only was RSA more costly in terms of larger packet sizes and overhead, but
it is known to take as much as ten times longer to process compared to ECC [BSS99].
By incorporating authentication and security into a MANET routing protocol this system
becomes the first known system of its kind. Other systems provide add-on security, and

many only authenticate and protect the the routing data. This system provides security for



both the routing data and the payload, and it touts graceful degradation of security should
one aspect of its security shell be compromised. Thus it can be surmised that IMMAS
provides the best known security to date for MANETs. IMMAS using ECC provides the
same level of authentication and security with the least expensive cost for this security
compared to IMMAS using RSA. Tt is also believed that IMMAS with ECC provides the
greatest amount of authentication and security at the least cost to the MANET compared

to any other form of cryptography.

6.3 DSR Conclusions

In the efforts of this research to study the effects of the IMMAS system on a MANET
using the DSR routing protocol a number of conclusions about the implementation of DSR
were reached. These conclusions were not incorporated into the NIST DSR model and
thus make a significant contribution to future research in this area. These conclusions are
discussed in more detail in Appendix A, but the most critical of these conclusions include

the following.

1. Route Cache. Multiple routes to a destination are essential for DSR. If only one route
is maintained and that route “breaks” then a new route discovery sequence will have
to be initiated. If routes are cached, the node can simply look into its route cache
for the next available route. Not caching routes will increase the number of routing
packets by as much as two and three times, which also increases the load of the

network, the end-to-end delay, and throughput.



2. Packet Salvaging. Packet salvaging should be used extensively to not only increase

the packet delivery ratio, but to also clean out invalid routes from the route cache of

all neighboring nodes.

3. Data Packet Transmission Delay Window. If multiple packets are waiting in the send

buffer for a particular destination, the node should wait 30 milliseconds per hop after
receiving a successful acknowledgement from the next hop in the source route before
sending the next data packet down that same route. This allowed enough time for
the data packet to be transmitted to the destination and for an error packet to make

it back to the source node should an error occur.

The research done on the OPNET DSR model has now provided the first DSR model
to be implemented and verified and validated against not only the DSR specification, but
also against previous implementations of DSR in other simulation platforms. This model
will be submitted to the IETF MANET working group for other OPNET researchers to

use and expand on.

6.4 Contributions

This research lays the groundwork for authentication and security being built into a
MANET routing protocol by providing a quantitative analysis on one particular method.
IMMAS goes a long way toward providing current and future researchers of MANETS the
tools and data necessary to conduct quantitative and qualitative research without having to
assume that authentication and security are present with little or no effect to the MANET
performance. IMMAS itself provides graceful degradation of authentication and security

that can be built upon and possibly improved with further research.
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Furthermore, this research provides a number of conclusions and contributions for the
DSR protocol. It has provided the first validated DSR model to the MANET community
using the OPNET network simulator and provides yet another avenue to explore this ever-
evolving paradigm of mobile ad hoc networks. The DSR model has been provided to the
National Institute of Standards and Technology and to OPNET to allow other researchers
easy access to the model. The lessons learned and documented in the conclusions will

provide an invaluable reference to others.

6.5 Future Work

Future research needs to be done in four broad areas.

1. Key distribution and management for MANETS,

2. Encryption processing requirements for MANETS,

3. Testing other authentication systems using DSR, and

4. Researching the effects of IMMAS with other MANET routing protocols.

Key distribution and management is a very large problem that has the attention
of many researchers, and is still presenting an almost crippling overhead cost to wireless
networks. While there has been some research in this area, little has been published and
accepted as a standard for MANETSs. The research and ideas surrounding wireless public

key infrastructures need to be extended into the realm of MANETS.

Very little literature was found on the processing requirements for elliptic curve
cryptography in MANET environments. This should be studied to determine those effects.

It has been stated that if ECC is performed by every node for a route of 10 hops, the
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increase on the end-to-end delay could be as much as 0.1 seconds [Ano02]. However, this

claim is unverified but should be looked at in future research.

As the IETF MANET working group and industry come to a consensus on standard
protocols for MANETS, this IMMAS authentication system should be ported into those
protocols and tested for viability. It is entirely possible that under some scenarios and
protocols, the IMMAS system could be too much for the MANET. In that case, the
MANET administrator(s) have to determine where they stand on the trade-off of network

size and/or performance versus security.
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Appendiz A. Dynamic Source Routing Protocol Verification and Validation

Implementation
A.1 QOverview

This appendix presents the design and implementation of the Dynamic Source Rout-
ing (DSR) protocol. The first area discussed is the modifications and additions made to the
OPNET DSR model implementation from the National Institute for Standards and Tech-
nology (NIST) [PRP00]. Second, a list of system parameter settings will be described and
explained. A list of the workload parameter settings will also be described and explained.
Finally, some of the problem areas encountered while implementing this verification and

validation model will be discussed.

A.2 Validation and Verification of the OPNET DSR Model

The first step in the process of this research was to develop a model that accurately
represented the DSR protocol. The OPNET network simulation tool was chosen for this
research. Since NIST had developed a DSR model in OPNET [PRP00], it was chosen
as a starting point for this research. The NIST model [JMH99], the third version of the
specification for DSR. A number of critical areas in the model were either implemented
incorrectly or left out altogether. The NIST model was updated to DSR specification
version 5 [JMHOla] so that the model would reflect a current DSR protocol for MANETS.
The following list of areas were either modified or added to the NIST model. The only

capabilities that were not implemented were the piggybacking of multiple packets into one
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packet and the Implicit Flow State for DSR (which now has its own specification separate

from the DSR specification).

1. Packet Sizes and Formats. The packet formats and field sizes were not in compliance

with the specification for DSR. For instance, all of the address fields were 8 bits
instead of 32. While this was all that was needed to hold the address for simulations,

it is not the true size of the fields and will impact the load to the network.

2. Route Cache. The NIST model only implemented a single route to every destination.
The route cache, as defined in the specification, should allow for more than one route
to a destination. While modifying the NIST model for this validation and verification
it was discovered that the route cache and the route caching strategy have a large
effect on the performance of the network. If only one route is maintained and that
route “breaks” then a new route discovery sequence will have to be initiated. If routes
are cached, the node can simply look into its route cache for the next available route.
Not caching routes proved to increase the number of routing packets by as much
as two and three times, which also obviously increases the load of the network, the
end-to-end delay, throughput and so on. Therefore, the route cache was modified to
handle up to 100 routes per destination with a caching strategy that prioritizes the
route based on when the route was added to the cache, the size of the route, as well

as how the route was discovered.

3. Packet Salvaging. Packet Salvaging, as defined in [JMHO01a], allows for a intermediate

node to look for an alternate route in its cache to a particular destination if an

error was received for the source route defined in the data packet. This was not



implemented in the NIST model. Packet salvaging is used extensively to not only
increase the packet delivery ratio, but to also clean out invalid routes from the route

cache of all neighboring nodes.

. Error Packet Handling. Upon receiving an error for a particular data packet an in-

termediate node would transmit an error packet back to the source along the reverse
path of the source route. However, only nodes in the reverse path would clean out
their cache from the invalid link, leaving neighboring nodes with this erroneous route
information to possibly use in the next route discovery. This was modified to meet
the specification such that all nodes overhearing the error packet would clean out

their route cache as well.

. Promiscuous Listening. The route cache was only updated from route reply packet,

thus when a link went bad a new route discovery would have to take place. Along
with the addition of multiple routes in a cache, the model was updated such that all
nodes could promiscuously listen and gather route information from data packets,
request packets and reply packets. This greatly improves the possibility of having a

valid route available in the cache.

. Retransmissions. In the NIST model, if an error occurred when sending a data packet

the packet was automatically dropped. The specification calls for two retransmissions
before packet salvaging, so this was implemented. It has been argued that this is
not needed when DSR is implemented over 802.11, but experimentation showed that

when the network was congested, these retransmissions were extremely beneficial.



7. Send Buffer. The send buffer is used to hold data packets waiting to be sent to their
destination. The send buffer was not being checked when a route was added to
the cache to see if any packets were waiting on that route information, which could
unnecessarily increase the end-to-end delay of the data packets. The send buffer
was also not regularly checking the packets to verify they had not expended their

maximum lifetime limit. These problems were corrected for this research.

8. Random Waypoint Mobility. NIST implemented the billiard mobility model for this

DSR implementation, which is described in NIST’s documentation for the DSR model
[PRP00]. While this is not incorrect, the billiard mobility model was not found any-
where else in the literature reviewed. The random waypoint mobility model was the
model of choice for all published DSR research data. NIST had developed the random
waypoint model for OPNET in its implementation of the AODV MANET routing
protocol [Gue01, PRDO01], so that mobility model was modified and incorporated into

this DSR model.

9. Data Packet Transmission Delay Window. The DSR specification states that a source

node should not send an “unbounded” number of packets along a route without the
source node allowing for a route error. However, nowhere in the literature review was
a transmission delay window between sending packets down the same source route
specified. Thus, through experimentation as well as trial and error, an effective de-
lay time was determined. If multiple packets are waiting in the send buffer for a
particular destination, the node should wait 30 milliseconds per hop after receiving
a successful acknowledgement from the next hop in the source route before sending

the next data packet down that same route. This allowed enough time for the data
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packet to be transmitted to the destination and for an error packet to make it back

to the source node should an error occur.

10. Data Rate. The NIST DSR model implemented a 1 Mbps data rate. This normally
would not have been a problem since it should be a matter of simply changing the
data rate parameter to 2 Mbps to match the data rate of all other published data.
However, there were implementation errors in the model when using any data rate
other than 1 Mbps. These implementation errors caused the model to transmit at 5
Mbps for some packets and 1 Mbps for others even though the set data rate was 2

Mbps.

11. Jitter Delay. Jitter Delay causes a random delay between zero and 10 milliseconds
for request and reply packets. This did not turn out to be of any great importance
since 802.11 already implements its own random transmission delay, but it was added

anyway to meet the specification call for a maximum jitter delay of 10 milliseconds.

12. RTS/CTS handshaking at the MAC layer. The RTS/CTS handshaking used by the

IEEE 802.11 OPNET implementation was problematic (e.g., pointers to non-existent
packets). This problem was also seen in other research using OPNET [Gue0Ol] and
had to be fixed to accurately simulate the DSR network. Without RTS/CTS an

increased amount of collisions will occur causing possible transmission failures.

A.2.1 Verification and Validation Implementation. Once the DSR model had
been updated to the specification standards, the verification and validation of the model
was made by comparing the results to other published data [BMJ98, MBJ99, DPRO1].

In particular, the results from [BMJ98] were published in [Per01], so those were used by
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this research for verification and validation. The next two sections describe the parameter
settings used for the model to accomplish the verification and validation. These settings
were either stated explicitly in [BMJ98] or were inferred based on the research of the

published data and expert opinion from pilot test simulations.

A.2.1.1 System Parameters. The system parameters were set as shown

below.

1. Data Rate - A data rate of 2 Mbps was used.

2. Simulation Area - An area of 1500 x 300 meters was used for the validation and

verification of this model. This area represents a highway environment with the

narrow width and long length.

3. Route Cache - The size of the cache refers to the number of routes a node’s cache
will maintain to any particular destination node. Pilot studies showed that a cache
of 50 routes to every destination produced the best results under the implemented

caching strategy.

4. Node Mobility - The random waypoint model as described in [BMJ98] was imple-

mented and used for this verification and validation of DSR.

5. Transmission Range - The nominal transmission range of the model was set to 250

meters. This is the range that was used for most of the published MANET research.

A.2.1.2 Workload Parameters.

1. Nodes - A total of 50 nodes were placed in the simulation area.



. Source Nodes - 20 of the 50 nodes were used as data packet source generators for

peer-to-peer connections.

. Size of data packets - 64 byte packets were generated by the 20 source nodes.

. Packet Interarrival - The data packets were generated at a constant rate of 4 pack-

ets/second.
. Node Speed - The node speed is uniformly distributed between 0 and 20 meters/second.

. Node Pause Time - The node pause time for the random waypoint mobility model

is varied between 0, 30, 60, 120, 300, 600, and 900 seconds.

. Hop Delay - The specification states that the Hop Delay should be twice the propa-
gation delay and [BMJ98] mentioned that the propagation delay is 600 microseconds.

Thus, the hop delay was set at 1.2 milliseconds.

. Transmission Delay Window - If there were multiple packets waiting in the send

buffer for a particular destination, the source node would wait 30 milliseconds per
hop after receiving a successful acknowledgement from the next hop in the source

route before sending another data packet down the same route.



Appendiz B. IMMAS Goodput Ratio Allocation of Variation (ANOVA) Worksheet
Table B.1.  Goodput Ratio Data
DSR Baseline IMMAS with ECC IMMAS with RSA
Pause Time
{seconds) --» 0 60 300 0 60 300 0 60 300
0 564556 0619724 059752  0.208293 0263917 022326 0096352 010917| 0109591
0592982 0635972 0619145  0.232911 025538 0274558 0101538 0114942 0112743
20 Source Nodes 0597221 0614249 0614908)  0.258129 0.265349| 0249073 011476 04107912 0107786
0630012 0 568654 0603443  0.254571 0.232916| 0227186 0111407 0.103112| 0123813
0.65085 0594002 0609431 0.270478 027123 0222493 012026 0123464 0119216
0 567656 0 565663 0 562765 0 23966 0223299] 0244657 0099265 0.097863 0.09751
0636311 0615076 05682765  0.272878 0231976 0251284 0.121614|  0.105172| 0111542
30 Source Nodes 0.64421 0595511 0565242 025674 0261074 0248049 0.113781| 0116986 0114565
0 598655 061256 0567772|  0.255677 0251933 0255778 0106433 012671 0114227
0560821 0608452 058281 0242993 0.244303| 0247085 0.099642] 0119202 0.09723
Table B.2.  Goodput Ratio Means of Data
DSR Baseline IMMAS with ECC IMMAS with RSA
Pause Time J J J J
(seconds) --» 1] 60 J00| 1] [ill] Joo| 0 60 300 RowSum Row Mean
20 Source Nodes 0E072122 06065282 0.6089694 0.2443973 02577604 0.2393184 01088634 011172 011462455 2.8998996 0322211067
30 Source Nodes 0.BO055706 06034604 0.5842908 0.2536296 0242697 0.24937 66 01081522 01103748 01070948 2.8646468 0318254089
Column Sum 12127828 12099856 1.1932602 04985274 05004574 0. 488695] 02170156 02220948 02217246 5.7645464
Column Mean 06063914 06045943 0.5866201 02499637 0.2602287 0.2443475 0.1085078 01110474 0.1108623 0.320252578
Column Effect 0286138822 0284741722 0276377522 -0.070988878] -0.0700235758) -0.075905078] -0.211744778( -0.208205178( -0.209350378
Table B.3.  Goodput Ratio Standard Deviations
DSR Baseline IMMAS with ECC IMMAS with RSA
Pause Time
seconds) > 0 60 300 0 60 300 0 60 300
20 Source Nodes | 0033573124 0.025927831| 0.008536920| 0.024536368] 0.014935197| 0022496058) 0.009763634| 0.007800703| 0.006729527
30 Source Nodes | 0033618205 0.0124709807]  0002212819] 001316732 0.015416776] 0004291242]  0009577177] 0.00880696| 0.008775739
Table B.4.  Goodput Ratio 90% Confidence Intervals
DSR Baseline IMMAS with ECC IMMAS with RSA
Pause lime
{seconds) --» 0 60 300 0 60 300 0 60 300
0 Sourcs Nodes | 0582513582| 0587453967| D G0266/597| 0226847219 0246726731) 0222768144 0101660579| 0.105981285| O 10967904
0631910818) 0625602433 0F15251203| 0.262945361| 0.268794069| 0.255668656) 0.116045221| 0117458715] 0.11958056
0 Sourcs Nades | 0580838818|  0534278426]  0582662903| 0243842845] 0231355397| 0246219678 0101106593| 0.103895816( 0100538048
0630302382] 0612641374] 0585018697 | 0263316355 0.254038603| 0.252533522] 0.115197807| 0116853784] 0113551552
Table B.5.  Goodput Ratio Main Effects
Variable
Factor Designation Level 1 Level 2 Level 3
Source Nodes A 0.001358489 | -0.001950469 A
Authentication
Systern B 0262419356 | -0.072305944 |-0.210113411
Fausze Time
{Mability) ¢ 0.001135056 | 0.001837556 | -0.00257251 1

B-1




Authentication

IMMAS with RSA

m (B)

Source Nodes (&)

Table B.6. Goodput Ratio Second Order Interaction Effects

20Source 30 Source
Nodes Nodes

DSR Baseline

IMMAS with ECC

0.002938511 | -0.002933511

-0.002579588 | 0002578589

-0.000358922 | 0000358952

Source Nodes (i)

Pause Time 20 Source 30 Source
{C) Modes Nodes
Osec -0.003021656 | 0.003021656
60 sec 0.001287578 | -0.001287578
300 sec 0.001734078 | -0.001734078

Pause Time

{C) DSR Baseline

Authentication

ECC

IMMAS with

B

B
IMMAS with

0 sec 0.002584411
60 sec 0.000424811

300 sec -0.003069222

0.000182011

0.000444511

-0.000626522

RSA
-0.002766422
-0.000929322

0.0036957 44

Table B.7.  Goodput Ratio Third Order Interaction Effects

DSR Baseli

e

IMMAS with ECC

IMMAS with RSA

1]

60 300

0 60

300 1]

60

300

20 Source Modes | gnpiosss4d| 00046516

78 0.00587 07222

-0.000723144| 0.006865222) -0.006142078 0001778659 | -0.002213544

0.000434856

30 Source Modes | gopiosss4d|  0.0046516

78] -00058707222

0.000723144) -0.006865222 0.006142078] -0.001775689] 0.002213544

-0.000434856

Table B.8.  Goodput Ratio Allocation of Variation
SEY Sa0 SEA SSB SSC SSAB SSAD SSEC SSABC SST SSE
[ 13129m5056 | 9230554292 | 0000345211 | 3674094626 | 0000405041 D\.EDDSEZ*’SE 00004136859 | 0.000391329 | 0.001459566 | 3599096341 | 0.021493973 |
ar Due to
Source Nodes | VarDueto Var Due to
Var Due to and Source Authentication
Var Dueto |Authentication| Var Dueto |Authentication| Nodes and and Pause (Var Dueto All VarDueto
Source Nodes System Pause Time System Pause Time Time Factors Error
D01% 99.36% 001% 0.01% 0.01% 0.01% 0.04% 0.55%
DOF, DOF, DOF, DOFg DOF: DOF.g DOF, DOFg: DOFyec DOF; DOFe
| a0 1 1 2 2 2 2 4 4 g9 [ 16 |
MSA MSB MSC MSAB MSAC MSBC MSABC MSE
0.000345211 1937047313 0.000202521] 0.000231358] 0000206529 978321E-05 0.000372392 0.001343373
FcomDA FcomDB FcomDC Fcorru'\B Fccrmnc FCOlTDBC Fcoer.l\BC
0256973309 1441927793 0150755321 0.172229086] 0.154037055) 0.072825726| 0.2772062858
Fratien Fraies Frabiec Fatieas Fraieac Fratiesc Frabiengc
305 2E7 2E7 287 2E7 233 233
PvalueA P-valueB P-valueC P-valueAB P-valueAC P-valueBC PvalueABC
0519121888 858012E-19] 0.861265491 084332612] 0.B858486344| 0989412583 0888395317
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Appendiz C. IMMAS End-To-End Delay Allocation of Variation (ANOVA)

Worksheet
Table C.1. End-To-End Delay Data
DSR Baseline IMMAS with ECC IMMAS with RSA

Pause Time
seconds] -> 0 60 300 0 60 300 0 60 300
0002466 0001817 0.001981 0.004509 0.002952 0003785 0007213 O00B18E 0006338
0.oo02101 0.001E620 0.00174 0.003801 0.0025983 0.002308 0007EE1 0.005554 0.005263
20 Source Modes 0001977 0002123 0.001865 000247 0.002834 0003658 0005124 000651 0.005522
0001684 0002277 0.001891 0.014454 0.003454 0003394 0005408 0006047 00047116
0001463 0.002072 0.002574 0.002305 000275 0.004304 0004557 0.004442 0.005242
0003625 0.002248 0.002309 0.004043 0.005536 0003956 0011358 0021908 0017443
000229 0.001965 0.002309 0.002764 0.004314 0.006456 0005401 0.00964 0.007 357
30 Source Modes 000167 0.002252 0.00242 00034z 0.003382 0003552 001095 0007755 0.0057 46
000215 0002448 0.002311 0.005475 0.004797 0.00287 0014344 0.010774 0.01529
0.0023588 0.002059 0.002307 0.003277 0.005136 0003672 0014272 0.006614 0.01505

Table C.2. Natural Log of End-To-End Delay Data
DSR Baseline IMMAS with ECC IMMAS with RSA

Pause Time
seconds]) --> 0 1] 300 0 60 300 i] 60 300
0570936628 0478451061 0514298313 -1568780731] -1.332120618] __ -1.49932869| -2.339747127]_-2.214548979] -2.211000025
0522501235 0452600742 _-0.470415785|  -1.457095073] _-1.36406343] _ 1202502747| _-2.287322166| _2.163327626] -2.152644357
20 Source Modes -051546805| -0.457354896 -0.486282616 -1.364295519]  -1.326709338 -1.390009253) -2 164912288] -2 .226439199] -2 227F07 499
0452016412 0564412775| -0505103692]  -1.367782763] -1.457077406] __ -1.48197741| -2.194565117| _-2.271939503] -2.083932915
-0.429476078) -0520572593 -0.495229544 -1.307560315 -1.30478311 -1 502859639 -2 118099213]  -2.091805663) -2.1268158305
0565387414] 053501074] 0539971261 | -1.428534007| 1409243508 -1.407734569] _2.309760777|_2.324136738] -2.32370650
0452067541 0496000442 -0539971261] -1 20873047] 14611213681 13811317 11| _-2.106003184] _2.252153174] -2.193364077
30 Source Modes | -0.439730519] -0518335418 -0.535720842 -1.369691379)  -1.339510017 -1.394128072] 2173479731 -2 14687 1985] -2.166612931
0513069507 0490108302 -0531416161] _-1.363058419] __ -1.3785921] _-1.363445398| -2.240183223| _2.133253211] -2.169567582
-0.543312659) 0496771514 -0.539722478 1414722643 -1.409346021 -1.398103519)  -2.306171517]  -2.1269357 46| -2.3306755973

Table C.3. End-To-End Delay Means
DSR Baseline IMMAS with ECC IMMAS with RSA
Pause Time
(seconds) --> o 111} 300 L1} &0 300 L] 60 300) RowSum R ow Mean
20 SourceModes | 0 50009766| -0500744413|  -049606599| 1411103801 1.357131793]  1.433353546| -2 220929182 -2.193672194| -2167410626) 12 26050923 -1 36450103
30 Source Nodes | 0.502813645| -0.505247099)  -0.537 352201 -1.37294 7386 | 1 4175626818 -1.388908894 | -2 207209687 | -2 206487171 | -2 236783431 1238541214 1,377 26802
Column Sum 1.002911326| 1.005981513) 1 033426181| 2784051188) 2774694412]  2820082441|  444822887| 4.400159365| 4404194057 2467592136
Column Mean -0.501 455664 | -0.502335756| -0.516714035 -1.382025584 | -1 357347 206 LA 31221 | -2 224114435] -2 200079652 | -2 202087028 -1.37088452
Column Effect 0.869428856) 0867855764] 0854170425 .0.021141074| 0016462686 -0.0402467| .0.553229914| -0.529195162| -0.531212508
Table C.4. End-To-End Delay Standard Deviations
DSR Baseline IMMAS with ECC IMMAS with RSA
Pause Time
(seconds) > 0 60 300 0 60 300 0 60 300
20 Source Modes | 0.055222184| 0.043161189|  0.014033362 0.103443309| 0.055877806 0091159787 0.030736833] 0.068521304] 0.058211702
30 Source MNodes | 0.055403693| 0.020786307|  0.003751709 00515168712] 0.063732576 0017139691 0.0587433529] 0.081363509] 0.083215718
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Table C.5. End-To-End Delay 90% Confidence Intervals
DSR. Baseline IMMAS with ECC IMMAS with RSA
Pause lime
(seconds) > 0 60 300 0 60 300 0 60 300
30 Source Nodes -0.5407227584 | 0532496648 | -0.506389863 -1.487204006) -1.401181831 -1 500416737 2287681218 -2.244301712) -2.210235017
-0.459472577| -0.4680992178| 0485742117 -1.335003596)  -1.313081705 -1.366200359] -215M177146] -2.143042676) -2 124585235
30 Source Nodes -0.543572281| 0520533836 | -0540144277 -1.410847971|  -1.464448826 -1.401517988] -2.291621594| -2.266343567| -2.298002436
-0.462055015] -0.489955312| -0.534580125 -1.335046804) -1.370676413 -1.376299799] -Z162977781] -2 146630774) -2.175564426
Table C.6. End-To-End Delay Main Effects
Variahle
Factor Designation Level 1 Level 2 Level3
Source Modes A 0.006353495 | -0.006333495 A
Authentication
System B 0.863829348 | -0.025950153 | -0.837879195
Pause Time
(Mobility) C -0.001647377 | 0.007 410305 -0.005762528
Table C.7. End-To-End Delay Second Order Interaction Effects
Source Hodes (A) Source H odes (A) | Authentication System (B)
Authentication 20 Source 30 Source 20 Source 30Source IMMAS with | IMMAS with
System (B) Hodes Hodes Pauge Time (C) Hodes Hodes ECC RSA
DSR Baseline | 0.001702316 | -0.001702316 0 sec 0011228485 0011225455 0006456457 | -0.01370334
IMMAS with ECC | -0 010078535 | 0.01007 8535 60 sec 0006574587 | -0 00B574587 000335089 | 0002077162 |0001273728
IMMAS with RSA | 0.008376219 | -0.008376214 300 sec 0004653399 | -0.0046535899 -0.003895996 | -0.008533619 |0.012429615
Table C.8. End-To-End Delay Third Order Interaction Effects

DSR Baseline IMMAS with ECC IMMAS with RSA
0 60 300 0 60 300 0 60 300
20 Source Nodes | ¢ nn4s00658| -0.012409054 0.007 905 396 -0.004154681 0.027335867 0023181185]  -0.000345977]  -0.014926513] 0.015272789
30 Source Nodes | g onasn0sss| 0.012409054)  -0.007906396 0.004154681| -0.027335867 0023181185 0.000345977 0.014926513] -0.015272789
Table C.9. End-To-End Delay Allocation of Variation
58Y 550 1=t 55H f=1=]ed 5540 SEAC SSBC SEABC 55T S5E
| 2128525169 | 1691391831 | 0003667411 | 43.46748296 | 0.002725135 | 0.005239074 | 0.005728885 0.00541647 | 0.019948492 | 43.81332378 | 0.303115356 |
Var Dueto
Source Nodes Var Due to
Var Due to Var Dueto and Var Due to Authentication
Source Authentication Var Dueto Authentication | Source Nodes and Pause Var Dueto All Var Due to
Modes System Pause Time System and Pause Time Time F actors Error
0.01% 99.21% 0.01% 0.01% 0.01% 0.01% 0.05%
DOF, DOF, DOF, DOFg DOF. DOF ¢ DOF . DOF . DOF ;o DOF ; DOF
[ a0 [ 1 1 2z 2z 2z 2z 4 4 89 | 16 |
MSA MSB MSC MSAB MSAC MSBC MSABC MSE
0.003667411]  21.73374148 0.001362567| 0.002619537 0.002854443]  0.001354117] 0004887123
Fcomnn FCOMDB FcomDC FCOMDIAB FcomDnC FCOMDB: mer\nR‘
0.183554854]  1147.219554 0.071923365]  0.138272744 Dia1z20013]  o.o7iar7aas| 0 I63zdmEI04
FT‘aDIsn FT‘SDIBB FT’aDIsC FTaDIsnB FT‘aD\an FTaD\sEK: FT‘aDIsnBC
3.08 2,67 .67 2,87 267 2.33 233
Pvalued P-wvalueB PwvalueC P-wvauedB P-valuelAC P-wvaueBC PvalueABC
0.665834897]  5.28937E-18 0.930801341]  0.671890551 0.8E0889571 0.98977871]  0.B9v2IEERDZ
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Appendiz D. IMMAS Throughput Allocation of Variation (ANOVA) Worksheet

Table D.1.  Throughput Data
DSR Baseline IMMAS with ECC IMMAS with RSA
Pause Time
__(seconds) > 0 60 300 0 60 300 0 60 300
1827 BUBBZ2 1407076011  1621B29867| 4223369776 3113121067 3057 040533| B260435911 7157 873778 7161764578
1723699556 1463760422  15B0B13156| 3006 545333 33578128 3042859555 DO70.098403 7031990044 7173825422
20 Source Modes | 163GGGB0B3 1529964978 1562021511 3202017422 30937328 3377.190756 B7690496 7332022044 7297729422
1482350578 1848197689 1B19656| 3312989333 3720843378 38184288 7119530857 7771158756 6350 493667
1342389333 1852807644  1572987022| 3007800533 2979530311 38731184 B443008 G180GATE4L G472 886044
2727 411911 2567 779022 2608 6364|5300 746267 E780.1460 5178.029333| 1203377493 1217606791 1218255076
2189593067 2348 303644 2608 6384| 4563038044  SEI2TE4444 50846208 OG21366044 1151758791 1086953244
30 Source Modes | 2096803378 24785160 2565076444 4835135111 4694498133 5080425956| 1030965476 1003203658 1030335147
2448283378 2348022222 2571600B67| 4867 202667 4982020444 4891273778| 1102524871 1045554062 10307.03767
2597129422 2340094483 2559864 5172765689 5172935111 5052055111| 1187100444 97511424 1215029458
Table D.2.  Throughput Means of Data
D SR Baseline IMMAS with ECC IMMAS with RSA
Pause Time J
seconds) > 1] 60| 300 1] 60 300 0) 60 300, Row Sum Row Mean
205ource Nodes | 1602.540836) 1598.363129 1587.381511 3510.60449 3253.008071) 3593 727609 T334.024533] T096.538453) 6092 939947| 36469.12857| 4052125397
30 Zource Modes | 7411 844231 | 2416723235 2502861582 4947.793956 5252.513386) 5057 280996 1101220878 1078687516 11164.35342) G5632.45575] 6181.383972
Column Sum A014 285067 4015 0BR364 A170.243093 8458.308435 ga05.521458 8651 008605 18346.23431] 17883 41362 18057.29337) 92101.58432
Column Mean 2007 193533 2007 543182 2085121547 4223 195218 4252 TRO7 29| 4325 504302 9173 117166] 8941 7O6B09] 9028 F4EGES 5116.754684
Column Effect -3109.5962151 ] -3109.211502])  -3031.633138| -887. 9554667 -BE3.9939556) -791.2503821 A4056.362471] 3824.952124 3911.892
Table D.3.  Throughput Standard Deviations
DSR Baseline IMMAS with ECC IMMAS with RSA
Pause Time
{seconds) - > 0 60 300 0 60 300 0 60 300
20 Source Modes | 1927554891| 1568712733)  30.74682208| 4957021638 2056268665| 3702118830| 8021914123| 576.9957974) 440 7652324
30 Source MNodes | 6B 4055616] 1021912521 24.081006) 2025748712|  451.1159200| 1042221441| 9608571715| 1027.334415| 947 3472768

Table D.4.  Throughput 90% Confidence Intervals
DSR Baseline IMMAS with ECC IMMAS with RSA
Pause |lime
(seconds) --> 0 60 300 0 60 300 0 60 300
20 Source Nodes 1460.737106| 1482.955209 1564.762108| 3145933071 3035525329 3321.375178 6743879293 BE7059072 B5E3.68379
1744 344566 1713.768048 1610.000314] 3875275889 3470490813  35866.08004 7924 168773 | 7522486187 7217.196103
30 Source Nodes 221585862 2341544568 2665145996 4732556464 4920642577  4980608Z7|  10305.33248| 1003109379 10467 4219
2607.829842| 2491.901202 2600577168 5163.031448 5584.384195] 5133953721 11719.03008] 1154265054] 11861.28495
Table D.5.  Throughput Main Effects
Variable
Factor Designation Level 1 Level 2 Level 3
Source Modes A S10B4. 529285 | 10654 529288 T
Authentication
Systerm B -3053. 46895 | -847 5999348 | 3931 OB5565
Pause Time
(Mahility) & 1974828444 | -43 41777786 | 29669495341
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Table D.6.  Throughput Second Order Interaction Effects

Source Nodes (A) Source Nodes () Authentication System (B)
Authentication 20 Source 30 Source Pause Time 20 Source 30 Source Pause Time IMMAS with | IMMAS with
stem (B) Nodes Nodes {C) Nodes Hodes {C) DSR Baseline ECC RSA
DSR Baseline | G627.4306924 | -627.4306924 0 sec T7.18293529 | -77.18293529 0 sec -45.84150511 | -59.70381634 [ 105.5453215
IMMAS with ECC | 247 8212583 | -247 8212583 60 sec -20.07106761 | 20.07106761 60 sec 2367520589 | 3302375706 | -56.69809629
IMMAS with RSA | -875.3599506 | 875.3599506 300 sec -57 11186768 | 57.11186768 300 sec 2216629922 | 2668005929 | -48. 8463585

Table D.7.  Throughput Third Order Interaction Effects
DSR Baseline IMMAS with ECC IMMAS with RSA
0 60 300 0 60 300 1] 60 300

20 Source Modes | 44 4403756 46.08160984 | -3.437572260) 2093035641] -162.9735604] 142043204 2371368114 | 114.8919505| -138 6066317

30 Source Modes | 44 54403756| 4806160964 3.437572289] -20.93035641 162.9735604| -142.043204| -23.71368114(-114.8919505] 1356056317

Table D.8.  Throughput Allocation of Variation

SS5Y Sen S5A S5B S5C SSAR SSAC SEEC SSABC SST SSE
[ 328EEDE771 | 236RA0E0GS | 1020021969 | 7703862615 | 111371.7104 3364109?9.1 9 | 2BRES45R05 | 262607 9759 | B44G550131 | 9303897065 | 19955978.67 |
ar Due to
Source Nodes | VarDueto Var Due to
Var Due to ar Dueto and Source Authentication
Source Authentication | VarDueto | Authentication| HNodes and and Pause |Var Due to All var Due to
Nodes System Pause Time System Pause Time Time Factors Error
1096% 82.80% 0.01% 3.94% 0.03% 0.03% 0.09% 2.13%
DOF- DOF, DOF. DOFs DOFc DOF:e DOF.c DOFec DOFuec DOF+ DOFe
[ N [ 1 1 2 2 2 2 4 4 89 [ 16 |
MSA MSB MSC MSAB MSAC MSBC MSABC MSE
102009196.8]  385192630.8| 55685.85519]  16320989.59( 144327 2603 F3151.99396] 2111637533 1240998 667
Feompa Feompe Feompe Feompas Foompac Feompec Foompaec
82.19927997] 3103852382 0044871809 14.76310175| 0116299303 0.050888043] 017015631
FT!DIO& FTaDIe B FT’a ble FT’a bled B FT!DIaﬂC FT’a ble BC FT’I ble s BC
305 2E7 267 267 267 233 233
P-valuef P -wvalueB PwvalueC PvalueAB P-valueAC P-valueBC PvalueABC
1.05493E-07 158574E-13] 0.95623952| 0000232739 0890954372 0994642675 0.950433572
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